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Abstract: Milk contaminated with melamine resulted in an important
health hazard that affected many babies in China recently. Ultrasonic charac-
terization of adulterated milk may detect gross levels of melamine contami-
nation. Sound speed and density measurements were made in skim milk as a
function of melamine adulteration. An ultrasonic measurement technique to
implement milk quality control is discussed.
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1. Introduction

Shortly after the conclusion of the 2008 Olympics, international health alerts were posted in
response to milk adulteration in China. That adulteration resulted in kidney illness of varying
degrees affecting, according to some reports, about 300 000 babies, 6 of whom died. In the
global economy, food products often contain ingredients coming from different countries,
which make quality control difficult. Although international regulations try to assure the safety
of foods all over the world, this illegal, intentional contamination provides compelling evidence
that better, reliable techniques are needed to guarantee the safety of foods we consume.

In the particular case of the tainted milk cited above, adulteration was not detected
because the traditional milk quality sensors that were used were based on nitrogen quantifica-
tion as an indirect method to determine protein content." Although water was added to milk to
fraudulently increase the productivity, melamine, which is an organic molecule rich in nitrogen,
was added too, hiding the milk adulteration. Following Barbano and Lynch,2 the development
of multi-sensor quality sensing devices, based on the measurement and detection of different
parameters, would improve the odds of detecting fraud. This is not so different in principle from
an ordinary person checking a suspicious beverage by smelling, tasting one small sample, view-
ing the color, or jostling the beverage to intuitively judge viscosity or density or some other
characteristic.

Ultrasonic non-destructive assays are commonly used in industry as reference tech-
niques to assess the quality of many products and detect incipient or eventual failures in struc-
tural elements, materials, and processes. Ultrasound is widely used in industrial process con-
trol, e.g., in measuring the flow velocity of liquids, gases, and some mixtures, also liquid level
and in other specialized analytical measurements such as composition of mixtures. Many in-
dustrial applications benefit from the transducers being external to the boundaries of the pro-
cess. In NDT/NDE, e.g., thickness gauging or weld inspection, the interrogation is non-
destructive even when the medium must be contacted by the transducers. Medical uses of
ultrasound are familiar in clinics and hospitals around the world. Nevertheless there is limited
application of ultrasound in the quality control of foods, drugs, and biological media, where
chemical or biochemical techniques are commonly preferred. Recent developments are show-
ing that ultrasonic-based sensing systems are well suited to achieve quality control in these
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industrial sectors,” and research is being conducted for the control of fermentation and gelation
processes, enzymatic reaction monitoring, or microbiological growth detection in milk.

Ultrasonic techniques have been implemented in non-invasive on-line measuring sys-
tems. They can avoid the important hazard of product contamination, with the advantage of
making real-time corrections in the production chain and may permit easy automation of qual-
ity control. Another important feature of ultrasonic measuring techniques is that, in most cases,
neither reactive nor replaceable elements need to be added to the medium under test. This im-
plies that the ultrasonic inspection and quality control system may be implemented in an envi-
ronmentally friendly and economical manner. On the other hand, ultrasonic inspection of milk
based on sound speed c is subject to interfering variables (temperature, fat content, etc.) that can
mask detection of an adulterant such as melamine.

The European Food Safety Agency4 (EFSA) states a limit of 0.5 mg/kg body weight
for a tolerable daily intake (TDI) of melamine. Nevertheless, melamine concentration in milk
up to 2.5 g/kg was found in the cited adulteration, exceeding the TDI by a factor of 5000. In the
present work, it is shown that acoustical characterization of tainted liquid milk, through density
and/or sound speed measurements, can be used to detect gross melamine contamination, pro-
vided uncertainty in interfering variables such as milk fat or temperature does not mask m, the
melamine concentration in adulterated milk. To the extent that an ultrasonic inspection can be
implemented more easily and economically than alternatives, it might be a worthwhile first step
in screening. Products passing the ultrasonic test might still contain dangerous levels of con-
taminant below ultrasonic detection limits. Therefore, products which get a passing grade from
the initial screening ought to be subjected to other tests (e.g., mass spectrometer) that can reli-
ably detect smaller but nevertheless potentially hazardous concentrations, even though such
subsequent tests might be more complicated or more expensive to conduct on-line or in samples
of batch-produced product, compared to a clamp-on or non-invasive ultrasonic test.

2. Experimental setup
2.1 Sample preparation

A liquid mixture was prepared containing distilled water, lactose, and melamine. The propor-
tion used was 47 g of lactose and 8 g of melamine for each kilogram of water. This liquid has
the same lactose concentration as milk. The melamine concentration was adjusted to reach the
same nitrogen level as ordinary milk. Adding such a mixture to milk maintains constant sugar
content and nitrogen levels of the resulting liquid. Skim milk was used in the experiment to
diminish the influence of fat dilution when the melamine mixture was added.

A magnetic stirrer with a heating plate was used to dissolve melamine and lactose in
water. This mixture was maintained at 40 °C for the experiments to avoid melamine precipita-
tion, as the solubility of melamine in water at room temperature, 20 °C, is 3.1 g/1. Then it was
added to skim milk up to 30% by weight for the analysis. Using Eq. (1) the melamine concen-
tration in milk, m, expressed in g/kg can be obtained as a function of the mixture addition M in
percent:

m=0.075M. (1)

An amount of 2.25 g of melamine per kilogram of milk corresponds to 30% mixture
concentration (Fig. 1). Although a 40 °C temperature was not necessary to dissolve 2.25 g of
melamine in milk, the experiment was made at this temperature, to avoid precipitating the mix-
ture before it was added to milk.

2.2 Measurement techniques

Milk samples were prepared containing different concentrations of the melamine-lactose-water
mixture. A DMA 4100 Anton Paar density analyzer determined the density of the adulterated
milk at 40 °C.

As the melamine mixture was continuously added to the milk, time of flight variations
were measured using the ultrasonic device developed by Elvira et al.’ The liquid sample was put
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Fig. 1. Density and melamine concentration of the adulterated milk as a function of the melamine mixture concen-
tration. Squares are density measurements and the solid line is a fifth order polynomial fit. Melamine concentration
(dashed line) is obtained from Eq. (1).

ina 125 ml commercial glass bottle which was placed inside one of the ultrasonic measurement
cells. The liquid path was 36 mm, traversed once. These cells are inside an environmental
chamber. Each measurement cell consists of a thermostated housing with two ultrasonic trans-
ducers. Each consists of three PZT piezoceramic plates (PZ27 from Ferroperm). The transduc-
ers are placed on the opposite sides of the bottle and pressure-coupled through silicone layers
when the housing door is closed. Temperature sensors, temperature actuators (Peltier cells and
resistances), and control electronics based in PID (proportional-integral-derivative) controller
devices are used to avoid specimen temperature variations greater than 0.02 °C. An efficient
temperature control is necessary to obtain accurate measurements because sound speed is sen-
sitive to temperature. For skim milk, near 40 °C, dc/dT~ 1.5 m/s °C, close to the value for
water.

The electronics to excite and receive signals is implemented in a PXI chassis (National
Instruments). It is comprised of a ZTEC 530 Function Generator, a ZTEC 410 digitizer, a NI-
2503 24 channel multiplexer, and a NI PXI-PCI-8336 MXI-4 module to communicate between
the chassis, NI-1036, and a personal computer. The 4 MHz ultrasonic tone burst is captured
after propagating through the liquid. From this through-transmitted pulse, variations in time of
flight, resolved to £1 ns (approximately 1 part in 23 000) were determined using fast Fourier
transform signal processing. Sound speed ¢ in skim milk at 40 °C was measured to be
1548 m/s. Therefore with this ultrasonic device, ¢ changes as small as £7 cm/s may be de-
tected as a function of the melamine mixture added. In pure water at 40 °C, ¢c=1528.863 m/ 5.5

A peristaltic pump, Instech-720, was used to add the mixture to milk. Two tubes pass
through the cap of the bottle for this purpose, one for mixture pumping and the other for pres-
sure stabilization. The mixture was continuously added at a slow flow rate of
0.45+0.01 ml/min to avoid temperature changes in the sample. The mixture, kept inside the
climatic chamber, was maintained at the 40 °C working temperature.

3. Results and discussion

Density measurements were obtained at 5% mixture intervals. As can be seen in Fig. 1, a clear
decrease in density was obtained. It is mainly due to the dilution of milk. True milk has a
32 g/kg concentration of proteins which is higher than its substitute (melamine) which was
adjusted to 8 g/kg in the adulterating mixture. The density variation as a function of melamine
is even more significant when the melamine concentration is more than 10%.
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Fig. 2. The solid line shows the sound speed variations as a function of the melamine mixture concentration. Dashed
line is the compressibility calculated from sound speed and density measurements.

When the milk was analyzed in the ultrasonic characterization device, an important
decreasing of sound speed up to 4 m/s was registered (Fig. 2). The measured density decrease,
at constant compressibility, would have produced a velocity increase, so the measured sound
speed diminution means that the isentropic compressibility of the adulterated milk increases.
This increase is shown in the dashed line which was computed from the measured density and
the sound speed data (Fig. 2). As stated above, the liquid obtained when the mixture was added
has a lower solute concentration. This lower concentration is responsible for both the compress-
ibility increasing and the density decreasing. The ¢ data for melamine in milk are believed to be
new. It is reasonable to think that an adulteration made to obtain an economic profit by a fraudu-
lent increasing of milk volume must incorporate a significant amount of melamine mixture, as
occurred in this recent case. Ultrasonic screening, to the extent it is inexpensive, robust, and
easy to implement, might prove to be a worthwhile quality control method for milk.

From data in Fig. 2 and the literature,™® an equation relating ¢ in melamine-adulterated
skim milk to melamine mixture concentration M in percent and temperature 7 near 40 °C may
be derived, for M up to 30% by weight:

Ac=AM+ BM?+ CAT, ()

where A=-0.1873 m/s, B=0.001 65 m/s, and C=1.5 m/s °C. Ac is inm/s and AT is in °C.

According to EFSA,* a harmful concentration for babies will be near 0.003 g of
melamine/kg milk, which means M=0.04% from Eq. (1). This will increase transit time across
a 36 mm liquid path by 0.1 ns and reduce ¢ by 7 mm/s. Following Eq. (2), the same ¢ reduction
would occur for a 7 reduction of 0.005 °C. A small uncertainty in fat content or other compo-
sition factor is also likely to mask 3 mg of melamine/kg milk. However, if ¢ uncertainties due to
T, fat, or other variables amount to <1 m/s, and if ¢ can be measured online to 0.1% accuracy
(1.5 m/s), then total uncertainty in sound speed will be <2.5 m/s. From Fig. 2, this speed
detection limit corresponds to a minimum detectable value for M of 15%. It appears reasonable
that 15% melamine adulteration can be detected on-line. Even though this level, M=15%, is
substantially above the stated TDI minimum harmful concentration (M=0.04%), detecting at
the M=15% level would have been sensitive enough to detect 30% gross adulteration as
reached in the recent milk contamination.

Relationships among sound speed, density, and protein concentration have been noted
previously in a liquid which is substantially different from milk, namely, blood at 37 °C.” Ul-
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trasonic thickness gauges and ultrasonic transit time (contrapropagation) flowmeters operating
at or above 1 MHz typically resolve transit times or transit time differences to subnanosecond
prec1s1on In some transit time ultrasonzc flowmeters, the sound speed has been used to deter-
mine concentration of a binary mixture. ¥ Sometimes ultrasonic thickness gauges are used to test
specimens of known thickness, yielding sound speed in the specimen, which in turn may be
related to elastic moduli, alloy type, or other compositional aspect. This industrial experience
suggests that commercially-available NDT or flowmeter process control instrumentation might
be adaptable to achieving reliable on-line resolution of transit time comparable to that obtained
in the laboratory with the present equipment. However, limits on using ¢ to determine m or M
probably come from interfering variables, rather than from the precision of a ¢ determination.

In the laboratory there is ample opportunity to determine the wall thickness and wall
transit time of the vessel and eliminate its uncertainty from the measurement of sound speed.
On-line, uncertainty in wall thlckness might limit accuracy of clamp-on sound speed measure-
ments. Differential path solutions’ may obviate such on-line clamp-on potential problems.
While not 1nvest1gated in the present study, one might utilize scattering, attenuation, or received
amphtude as the basis of further ultrasonic methods to detect undissolved adulterants such as
settled melamine powder in closed vessels. The practicality of an on-line ultrasonic detection
system for screening or other purposes is limited in part by contributions to ¢ by interfering
variables. Quantifying the influence of fat content and other contributions to ¢ as would be
encountered during normal milk production appears to be the logical next step.

4. Conclusions

Melamine powder, dissolved in water and added to skim milk at 40 °C, to create an adulteration
concentration of 30%, decreases the density of the mixture by about 0.78% and decreases the
mixture’s sound speed by about 0.25%. Sound speed ¢ was determined in the present experi-
ments with resolution of about 1 part in 23 000 using a through-transmission liquid path of
36 mm, traversed once, and timed to +1 ns. Absent interfering uncertainties due to temperature
T, fat content, or other factors, resolution of ¢ to +1 m/s corresponds to 6% melamine mixture
at minimum concentration. However, even with ¢ measured on-line to 0.1% accuracy, if uncer-
tainties in 7 or other factors lead to =1 m/s contributions to ¢, then melamine concentrations
below 15% are likely to be masked. While the practicality of an on-line ultrasonic detection
system for screening or other purposes is limited in part by contributions to ¢ by interfering
variables, an ultrasonic technique capable of detecting 15% melamine concentration would
have been sufficiently sensitive to detect gross adulteration at the 30% level reached in the
recent milk contamination (2.5 g of melamine per kilogram of milk). It is reasonable to think
that an adulteration made to obtain an economic profit by a fraudulent increasing of milk vol-
ume must incorporate a significant amount of melamine mixture, as occurred in this recent
case. Ultrasonic screening, if inexpensive, robust, and easy to implement, might prove to be a
worthwhile quality control method for milk.
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Abstract: Insonified microbubbles were observed in vessels within a gel
with a Young’s modulus similar to that of tissue, demonstrating shape insta-
bilities, liquid jets, and the formation of small tunnels. In this study, tunnel
formulation occurred in the direction of the propagating ultrasound wave,
where radiation pressure directed the contact of the bubble and gel, facilitat-
ing the activity of the liquid jets. Combinations of ultrasonic parameters and
microbubble concentrations that are relevant for diagnostic imaging and drug
delivery and that lead to tunnel formation were applied and the resulting tun-
nel formation was quantified.
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Our laboratory and others have previously shown that upon insonation of a region of inter-
est, microbubble oscillations within vessels with diameters as large as 55 um can substantially
increase vascular permeability and cause local hemorrhage.lf3 Recent studies have helped elu-
cidate the parameter space for enhancing permeability and avoiding injury by indirect observa-
tion of biological effects (magnetic resonance imaging signal enhancement” and hemorrhage
counts). The current work examines a similar parameter space but focuses on direct observa-
tion of microbubble oscillations and the resulting disruption of a gel that has a Young’s modulus
similar to soft tissues. As an initial effort to identify the mechanisms of gel disruption, bubble
oscillation characteristics are then compared to theoretical predictions of bubble oscillation and
collapse using simplified models.

Microbubbles in a gel flow phantom were observed during a 20-s insonation with frequen-
cies of 1, 2.25, and 5 MHz using one of two combinations for pulse repetition frequency (PRF)
and pulse duration (PD), chosen to simulate either common imaging (PDjy,e.=10 us,
PRF;pa0.=10 kHz) or drug delivery parameters (PDgcjivery= 10 ms, PRFygjiver, =10 Hz) with
matched time-averaged intensity. The center frequencies and peak negative pressure (PNP) ex-
amined were chosen to investigate the ranges used for drug delivery (0.26-2.5 MHz, PNP
> (.64 MPa).>®

The ultrasound system consists of an ultrasound source, spherically focused and aligned so
that the acoustic field and observation area overlapped. The gel phantom was a small block
(30 X20% 2 mm?) of 0.75% (w/v) OmniPur agarose gel (EM Science, Gibbstown, NJ) with an
embedded 230-um channel created by a heating and cooling process.7 The channel size is the
smallest diameter that can be easily perfused with microbubbles within our gel phantom. At
0.75% (w/v), the phantom is estimated to have a Young’s modulus in the range of 10-20 kPa,
which is similar to soft tissues in biological systems, such as the kidneys, liver, and muscle.”®
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Lipid-shelled microbubbles were made using techniques described previously.9 The con-
centration of microbubbles was approximately 1.5 X 10'° bubbles/ml, with a mean diameter of
1.7+1.6 um. The solution was diluted in distilled water so that the final solution ranged from
the dosage used for diagnostic therapy (~1.6 X 10° bubbles/ml) to high dosages used in many
drug delivery experiments (~2.5 X 107 bubbles/ml). A perfusion pump was set so that the flow
rate within the vessel was approximately 36 mm/s. After insonation, a solution of blue 500-nm
microbeads (Polysciences, Warrington, PA) was injected to delineate wall boundaries within the
gel. High-speed strobe images were captured by synchronizing a pulsed copper vapor laser
(30-ns pulse width) to a camera with a 10-kHz frame rate. The laser flash created an effective
exposure time of 30 ns to capture microbubble oscillation activity during the time that the shut-
ter was open (0.1 ms). The laser was pulsed at 9.997 kHz to achieve an incremental delay of 30
ns during the 10-ms acoustic pulse, which allowed us to visualize the bubble oscillation during
the positive and negative cycles of the acoustic pulse.10 Disruption of the vessel wall was quan-
tified by measuring the width and depth of tunnels formed. Bubble diameter was measured after
the onset of tunnel formation and used as an input to a model of bubble oscillation. In order to
correlate the tunnel width to the bubble oscillation, a Rayleigh—Plesset-based model'' was used
to predict the maximum bubble expansion. A similar form of the Rayleigh—Plesset-based equa-
tion has been used to simulate a bubble surrounded by a soft gel during insonation."? For sim-
plicity, the terms representing the elastic/plastic properties of the gel have been neglected in our
simulation.

The apparent threshold for tunnel formation for a given combination of transmission fre-
quency and bubble concentration was determined by incrementing the PNP by 200 kPa until
tunnel formation began. Threshold experiments were repeated five times for each combination
of frequency and concentration to ensure accurate measurement. The effect of angle of in-
sonation was analyzed by measuring the average direction of tunnel formation relative to ultra-
sound propagation. All image measurements were performed with IMAGEJ (NIH, http://
rsb.info.nih.gov/ij/). Statistical analysis of tunnel widths was performed with the Student’s #-test
(»=0.05 indicates significance).

Figures 1(a)-1(c) show representative examples of tunnels formed in the gel during in-
sonation at 1, 2.25, and 5 MHz, respectively, with a matched mechanical index (MI) of 1.5, PD
of 10 ms, and a high bubble concentration (2.5 X 107 bubbles/ml). The axis of the ultrasound
beam was vertical and directed upward. The average widths of tunnels created by the bubbles
during insonation at 1, 2.25, and 5 MHz were 39.7£6.8, 21.8+£2.3, and 7.4£1.5 um, respec-
tively. The decrease in tunnel width with increasing frequency was expected due to the de-
creased maximum microbubble diameter during oscillation. The maximum depth of tunnels
created by bubbles in these experiments increased with decreasing ultrasound center frequency;
the depths of the tunnels were 1.24+0.52, 0.36+0.16, and 0.15+0.09 mm with center frequen-
cies of 1, 2.25, and 5 MHz, respectively.

Asymmetrical oscillation after tunnel formation has begun was visualized in sequential
high-speed strobe images acquired with high magnification [Figs. 1(d)-1(g)], using a center
frequency of 1 MHz, a PNP of 1.2 MPa, the beam-vessel axis as in Figs. 1(a)-1(c), and a high
microbubble concentration (2.5 X 107 bubbles/ml). With these parameters, the PNP of 1.2 MPa
is the threshold for tunnel creation in the agarose gel and is similar to the PNP previously
determined during in vivo studies. In the first image (1d), two microbubble clusters were shown
just before coalescence. At a later point in time (le), the recently formed microbubble has
entered the tunnel. The bubble compressed to an undetectably small diameter during the posi-
tive phase of the ultrasonic pulse (1f). During a subsequent negative acoustic pressure phase
(1g) the microbubble expanded to a diameter equal to the tunnel width. In this instance, the
microbubble expanded to a diameter of 45 um and translated a distance of 1.2 yum down the
tunnel over the course of 10 ms (i.e., at a velocity of 1.2 mm/s). Since we observe that the
microbubbles fully fill the tunnels at peak expansion, the tunnel width was representative of
peak expansion, while the tunnel depth indicates repeated oscillation and persistence during a
long ultrasonic pulse.
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Fig. 1. Tunnel images and high-speed microscopy. Optical evidence of tunnel formation using a microbubble
concentration of ~2.5 X 107 bubbles/ml and pulse duration of 10 ms. Tunnels created from insonation at (a) 1-MHz,
(b) 2.25-MHz, and (c) 5-MHz ultrasonic pulses at matched MI of 1.5. Scale bar indicates 250 um. Sequential
high-speed images (d)—(g) show a microbubble oscillating during a 1-MHz pulse creating a 45-um-diameter tunnel.
The frame rate is 10 kHz and the first image is acquired at 0.1 ms after the onset of insonation. Subsequent images
were selected to show compressional and rarefactional half-cycles. The microbubble forms in (d) from the fusion of
multiple microbubble fragments and then oscillates asymmetrically as it moves through the gel. Scale bar indicates
50 wm. High-speed images (h)—(k) show multi-bubble interactions and fluid jets during the formation of a 50-um
tunnel. The frame rate is 10 kHz and the images are selected for clear jet visualization. Scale bar indicates 50 pum.

While Figs. 1(d)-1(g) show significant events that occur during tunnel formation, including
coalescence and expansion, higher magnification images were acquired to visualize fluid jets.
Liquid jets are visible within each microbubble in Figs. 1(h)-1(k), which are a sequence of
images acquired as a bubble enters a newly-formed tunnel. The arrows in Fig. 1(h) point to the
boundary of the gel wall, which is evident in Figs. 1(h)-1(k) as a diffuse light horizontal line.
The dotted line in Fig. 1(h) indicates the boundary of the tunnel that is being formed. The same
tunnel is present but out of the frame in Figs. 1(i)—1(k). The images are similar to observations
of fluid jets created by much larger bubbles (with diameters on the order of millimeters) that
have been shown to disrupt gel boundaries.'® The jets formed in various directions, as compared
with the beam axis and surface normal, with jet neck diameters, 7;, ranging from 2 to 15 um.
Jets formed both in the presence [Figs. 1(h) and 1(k)] and absence [Figs. 1(i) and 1(j)] of sur-
rounding bubbles and were observed to traverse the entire bubble diameter in some cases. As
shown previously by other researchers, the wide range in jet diameter and direction is expected
due to varied bubble size, the presence or absence of nearby bubbles, and the location of the
bubble relative to the vessel wall during the acoustic pulse.' “The pressure of a fluid jet impact-
ing on a compressible solid boundary is
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where v is the velocity of the jet and p; ¢, and p, ¢, are the products of the densities and speed

of sound in the water and gel boundary, respectlvely The duration of the jet impact is esti-
mated to be
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Assuming that the density and speed of sound are not significantly different between the gel and
water, we take the densities to be 997.99 kg m 3 and the sound velocities as 1485.9 m s™!. For
jet velocities similar to predicted wall velocity at collapse, the jet impact pressure will be in the
range of hundreds of megapascals, with impact lasting between 1.3 and 10 ns. This pressure far
exceeds the tensile strength of the gel which is about 0.056 MPa for a similar gel,1 and there-
fore the observed jets are expected to play a role in tunnel formation.

The effect of PNP was next evaluated for center frequencies of 1 and 2.25 MHz at two
concentrations (PD=10 ms and PRF=10 Hz). Tunnels were not observed for a PNP of 1 MPa
or below for a center frequency of 1 MHz at either concentration. The PNP threshold for tunnel
digging at 1| MHz was 1.2 MPa which is comparable to the regime where Prentice et al."®
observed microjet phenomenon. Tunnels were not observed with insonation at 2.25 MHz using
the contrast agent concentration used for diagnostic imaging. At the higher concentration and
with insonation at 2.25 MHz, a trend of increasing tunnel width with increasing PNP was ob-
served. With this higher concentration, the PNP threshold for tunnel creation was 0.6 MPa for
the 2.25-MHz center frequency.

The higher concentration employed in the 2.25-MHz studies resulted in microbubble coa-
lescence during the long pulses. After insonation, the diameters of microbubbles responsible for
tunnel formation were optically measured, yielding a mean diameter of 9.3+3.4 um (where the
mean diameter was ~1.7 um before coalescence). Smaller bubbles typically dissolved during
the ultrasonic pulse. Larger microbubbles (>10 um) were observed to form from coalescence
but oscillated with a low amplitude within the tunnel and did not disrupt the gel.

Predictions for the maximum diameter achieved during insonation at 1 and 2.25 MHz,
respectively, for a microbubble with a diameter of 9.3 um are shown by the dashed lines [Fig.
2(a)]. The maximum diameter of the tunnels formed increases with PNP, peaking at 47 and
25 um for the 1- and 2.25-MHz center frequencies, respectively. While the inception of tunnel
formation was a result of jet formation, the width of the tunnels approaches the width associated
with maximum expansion (as shown in Fig. 1).

Decreasing the ultrasound center frequency increased tunnel width for a constant MI, as
shown in Fig. 2(b) where the tunnel width was averaged over five observations for each center
frequency tested (MI=1.2, 1.5). Thus, tunnel width exhibits a stronger degendence on transmis-
sion center frequency than that predicted by MI, as previously noted.""” The predicted maxi-
mum bubble diameters during peak expansion for MI values of 1.2 and 1.5 [solid and dotted
lines in Fig. 2(b)] indicate that the tunnel width was similar to the expected diameter of oscil-
lating microbubbles.

When the PD was decreased from 10 ms to 10 us (while increasing the PRF from 10 Hz to
10 kHz so that the time-averaged acoustic intensity was matched), the threshold for disrupting
the gel wall increased from 1.2 to greater than 2.5 MPa at both low and high bubble concentra-
tions. With the shorter pulse, diffusion of the gas bubble into the surrounding liquid may occur
prior to the next pulse. A thorough investigation of the effect of pulse duration on gel disruption
is underway.

Increasing microbubble concentration decreases the PNP threshold for gel disruption at
transmission frequencies greater than or equal to 2.25 MHz (PRF of 10 Hz and PD of 10 ms)
[Fig. 2(c)]. At 1 and 1.5 MHz, the threshold for gel disruption was similar across all concentra-
tions investigated in our study. The effect on the gel wall became undetectable at diagnostic
bubble concentrations (1.5 X 10° bubbles/ml) using transmission frequencies above 1.5 MHz
for PNPs as high as 5 MPa.

In all cases examined, tunnels were formed on the distal side of the vessel relative to the
ultrasound transducer; vessel wall damage was never observed on the side of the vessel proxi-
mal to the transducer. While in contact with the wall, the bubbles moved into the gel in the
direction of the ultrasound propagation. The direction of the tunnel formation was the same as
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Fig. 2. (Color online) Tunnel formation and parameters. (a) Tunnel width for two transmission frequencies (1 and
2.25 MHz) and two concentrations (1.5X 10° and 2.5 % 107 bubbles/ml) with a pulse duration of 10 ms; Rayleigh—
Plesset predictions for maximum diameter of a microbubble in an infinite fluid. Tunnel width increases with PNP for
1 and 2.25 MHz at high bubble concentration, while tunnel formation at low concentration was only possible at 1
MHz. The lower threshold is indicated by the point where tunnel width is zero. At the higher pressures, tunnel width
approaches the maximum diameter predicted by a 9.3-um bubble (the diameter observed to interact with the wall).
(b) Average tunnel width for three center frequencies using a matched MI, pulse duration of 10 ms, and microbubble
concentration of 2.5 107 bubbles/ml. The solid and dashed lines in the plot indicate the predicted size of a 9.3-um
bubble according to simulation. (c¢) Surface fit indicating thresholds for tunnel formation as a function of frequency
and bubble concentration. Intersection of dotted lines indicates a frequency and concentration combination tested.

that of ultrasound propagation, regardless of the angle of the vessel [Fig. 3(a)]. At vessel angles
0f 90, 75, and 60 degrees relative to the beam axis, the orientation of the tunnels formed was
consistent with the direction of ultrasound propagation [Fig. 3(b)]. Primary radiation force
maintains the bubble’s contact with the wall and translates the bubble in the direction of ultra-
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Fig. 3. Varying the beam-vessel angle. (a) With 2.25-MHz insonation (PNP of 1.2 MPa), pulse duration of 10 ms,
and concentration of 2.5 X 107 bubbles/ml, representative image of tunnel formation vs beam direction indicated by
arrow and vessel wall orientation shown as diagonal wall. (b) Summary of tunnel angle, ®, and vessel angle, ¥, each
relative to the ultrasound beam for conditions summarized in (a). For vessel angles as small as 60° relative to the
beam axis, the tunnel consistently forms in the same direction as the ultrasonic pulse.

sonic beam. We hypothesize that tunnel creation was likely due to a combination of fluid jets,
bubble expansion, and primary radiation force during bubble oscillation.

Dayton et al. ¥ calculated the magnitude of primary radiation force to be approximately 1
X 1073 N for a bubble with an initial radius of 1.63 um during a 2.25-MHz pulse (PNP
=100 kPa). In the present study, the PNP and PD are both substantially larger and the local
stress due to radiation force is higher and the radiation force deflects bubbles along the beam
axis (Fig. 3). After tunnel formation has begun, the microbubble is constrained by two nearby
boundaries and its oscillation could expand against the surrounding tunnel, which is similar to a
scenario previously examined,'” where bubble expansion results in circumferential stress that
can contribute to breakdown of the gel boundary.

The studies reported here demonstrate multiple factors that must be considered when de-
signing safe diagnostic and drug delivery procedures using ultrasound contrast agents, includ-
ing microbubble concentration, center frequency, acoustic pressure, and pulse duration. Obser-
vations reported here are similar to those reported previously for an ex vivo preparation(i while
allowing for easier quantification of bubble activity and associated acoustic parameters.'® In the
present study, a set of parameters was observed that does not result in tunnel formation, includ-
ing a center frequency of 2.25 MHz (the threshold frequency was between 1 and 2.25 MHz)
with a diagnostic concentration of small-lipid shelled microbubbles and a pressure up to 5 MPa.
Alternatively, a high concentration of microbubbles and long pulse can produce an effect even
with the 5-MHz center frequency. When the frequency was reduced to 1 MHz, tunnel formation
was observed with both the diagnostic and therapeutic concentrations of microbubbles for ei-
ther insonation with a long pulse (high duty cycle) and PNP above 1 MPa or a short (imaging
pulse) and PNP above 2.5 MPa.

As in all phantom studies, this study has limitations that must be recognized in the inter-
pretation of our results. First, while we seek to investigate a phantom capillary using a well-
known concept (a tunnel within a gel), due to the logistics of the experiments, the vessel was
larger than a typical capillary. Further, the basement membrane of a vessel may limit the depth
of tunneling within a vessel. Alternatively, the studies facilitate an examination of the nucle-
ation of small pores or tunnels and the interaction of the primary radiation pressure and mi-
crobubble collapse resulting in the translation of the microbubble in the direction of the radia-
tion pressure.
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Abstract: Acoustic phased array has become an important testing tool in
aeroacoustic research, where the conventional beamforming algorithm has
been adopted as a classical processing technique. The computation however
has to be performed off-line due to the expensive cost. An innovative algo-
rithm with real-time capability is proposed in this work. The algorithm is
similar to a classical observer in the time domain while extended for the array
processing to the frequency domain. The observer-based algorithm is benefi-
cial mainly for its capability of operating over sampling blocks recursively.
The expensive experimental time can therefore be reduced extensively since
any defect in a testing can be corrected instantaneously.
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1. Introduction

Acoustic phased array1 has become an important tool in wind tunnel tests” to identify the main
noise source of an aircraft model>* with the objective of developing a quieter design’ that can
reduce environmental impact. The conventional beamforming algorithm6 performed in the fre-
quency domain' was normally adopted as the fundamental processing method. The more ad-
vanced techniques, which include multiple signal classification’ and robust adaptive
beamforming,® worked unsatisfactorily in a noisy wind tunnel.”

The conventional beamforming algorithm has to be operated off-line due to the expen-
sive cost in the computation of cross power matrix, which was computed by averaging over
many sampling blocks. To achieve real-time computation a new recursive algorithm is pre-
sented in this paper. The derivation of the algorithm is based on the classical state observer in
linear control theory.10 The observer-based algorithm performed in real-time will be quite help-
ful for wind tunnel tests since any defect in a test setup and experiments can be found and
restored instantaneously. The expensive experimental time in a wind tunnel can therefore be
reduced extensively.

The rest of this paper is organized as follows. Section 2 briefly introduces the conven-
tional beamforming algorithm in wind tunnel tests. The classical observer method is summa-
rized in Sec. 3, followed by the development of the real-time algorithm that works recursively
over each block of noisy wind tunnel signals. Section 4 presents a summary of this work.

2. Fundamentals of beamforming

The beamforming algorithm for aeroacoustic testing is proceeded by firstly sampling the time-
domain signal of acoustic pressure y,,(f) from the mth microphone of a phased array through a
data acquisition system. The sampling frequency is typically 40 kHz or higher. The time series
of the digital samples is subsequently cut into blocks. The discrete Fourier transform (DFT) is
performed over each block of y,,(¢) to produce the counterpart in the frequency domain, that is,

Y, (w)|; for kth block at the angular frequency of w. The size of each block is typically a
multiple of 4096 for the efficient computation of the DFT. In case of no confusion w will be
omitted in all following equations for conciseness.

For a single noise source X at the position of &, the measurement satisfies
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Fig. 1. (Color online) An acoustic source in a noisy testing facility.

Y|, = GX|;, (1)

where Y=[Y,...,7Y,]", G steering vector matrix, G=[G, ...,G,]" € C"*!, the symbol of ’
denotes transpose G is the steering Vector that depends on the relative position between the
noise source X and the mth mlcrophone and the value of » is the overall number of micro-
phones in the phased array. In this work n=56. The energy spectral density (£) of X can be
approximated by the conventional beamforming5

E=G*

)

where the symbol of * denotes complex transpose, C is the cross-spectral matrix, C
=( Y|, Y*|p), and () means the operation of averaging over a number of blocks. The sound
pressure level (SPL) of the noise source X at the position of & in decibels is P=10 log;,(E/(4
% 10719)). An acoustic image for an aircraft model can thereafter be produced by performing
the beamforming method over every & of an area.

One of the salient features in aerospace tests is the severe background noise from a
wind tunnel facility. Figure 1 is an acoustic image of P at 5 kHz. The image includes a back-
ground noise that was measured from a tunnel with an open test section. The value of P is
nondimensionalized to the maximal SPL in the domain. The rectangle in Fig. 1 represents the
exit of the tunnel nozzle, where severe background noise can be found The conventional beam-
forming algorithm in aeroacoustic research follows Welch’s method'" and can be proceeded in
the following steps to remedy the effect of background noise.

Step 1. A measurement is performed at the intended flow speed without the installation
of aircraft model. The Fourier transformed outcome Y p represents the sole result from the back-
ground noise.

Step 2. A measurement is performed again at the same flow speed after an aircraft
model is installed. The Fourier transformed outcome Yjpg is the collective results from the
acoustic source of the model and the background noise.

Step 3. Compute the cross-spectral matrlx for Y and Y gg, respectively, producing Cp
and Cpg. With the assumptlon of little coherence'” between the acoustic source of the model and
the background noise, the cross-spectral matrix for the model acoustic source can be approxi-
mated by Y=Y g~ Y3. As aresult the interference from the background noise source X can be
minimized. Equation (2) is thereafter employed to obtain the amplitude of the acoustic source
XS.
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Fig. 2. (Color online) Acoustic image by using the beamforming algorithm.

Step 4. Operate Eq. (2) continuously over a plane to find Xy at different positions ¢ to
generate an acoustic image.

A simulated dipole source produced from an analytical solution was used as a bench-
mark in this work for the testing of the algorithms. The dipole source is superimposed onto the
background noise which was measured in a wind tunnel. Figure 1 shows the dipole source that
represents typical acoustic sources from an aircraft model, along with the severe background
noise mainly from a noisy fan that produces the testing flow of a free stream at 30 m/s.

Figure 2 is the acoustic imaging results obtained by performing the beamforming al-
gorithm over K=100 blocks. It can be seen that the interference from the background noise
(mainly from the fan) is taken off satisfactorily. The beamforming algorithm is not real-time
since the computation of the cross-spectral matrix has to be operated over many blocks. Exclud-
ing the cost of DFT, the rest cost of matrix multiplications over K blocks from total » micro-
phones at single ¢ and single w is proportional to Kn?.

3. Innovative real-time algorithm

An innovative algorithm approximating the SPL of an acoustic source recursively is proposed in
this work to achieve real-time performance The origin of the algorithm is from the method of
state observer in the linear control theory It is worth mentioning that the original observer was
presented for signals in the time domain.'” The idea was modified in this work to approximate
the energy spectral density from data in the frequency domain. As a result, the observer-based
algorithm proposed below is different from the existing recursive algorithms of adaptive beam-
forming that were normally operated in the time domain.

From the perspective of the linear system theory, the state equation and the measure-
ment equation of the acoustic testing in the frequency domain can be written as

Xl = AXly, (3)

Y[, = GX]y. (4)

Subsequently a new matrix can be defined as
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Fig. 3. (Color online) Acoustic image by using state observer, where the results are from (a) X, and (b) X,
k=10.

GA

GAn*l

where 4 is the state matrix that equals an identity matrix as long as the measured signal is
stationary. The rest of the Varlables have been defined previously. As the rank of O equals #, all
states X in Eq. (3) are observable'® from the microphone measurements. An observer can con-
sequently be designed to approximate X from the measurements Y. The observer'” has the form
of

X1 = AX|+L( Y|~ ﬂk), (6)

Y= GXl,, (7)

where the symbol of " denotes the estimation of the states by the observer, and L is the observer
gain. By subtracting Eq. (6) to Eq. (3), the error between the observation and the real signal at

block &, el = X1~ Xlge, satisfies
eli1=(4 - LG) el (®)

As a result, the error e converges to zero when k— o, as far as all eigenvalues of the matrix
(A-—LG) are within a unit circle." Normally proper eigenvalues are firstly assigned and the
observer gain L is solved accordingly. The computation of L. can be performed off-line and the
results can be stored in a table for the real-time computation of Egs. (6) and (7).

Figure 3(a) shows the result of X 35l Which is obtained by performing Egs. (6) and
(7) recursively from the first block to the tenth block of the Fourier transformed outcome, Y .
In this work the eigenvalues of (4 —LG) were set to —0.5, for instance. Figure 3(a) suggests that
the observer has the ability to reconstruct the dipole source. However, the acoustic image is still
interfered by the background noise. To eliminate the effect of the background noise, the original
state equations [Egs. (3) and (4)] are modified to describe background noise and the acoustic
source, respectively. The new state equations are
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Basically two sets of experiments are required to obtain Y and Y z¢. The first experiment mea-
sured the background noise when an aircraft model is not installed in the test section. The
second experiments measured the background noise plus the acoustic noise of the model. The
symbol of ¢ denotes the phase difference between the background noise in the two experi-
ments. The exact value of ¢ can be estimated by placing an extra sensor beside the dominant

generator of the background noise.
The corresponding equations of the state observer are

X, 4 X, % G X,
/f'kﬂ _{ A} /f|k ‘L {YB“}_{G § G} /i?|k b
Xl Xsli sl ¢ Xl

Vil :[ G } X, 0

Y sl Ge™ G| xy,

The computational cost of Eqs. (11) and (12) is proportional to n? for each block. After finishing
the acquisition of one block of data, Eqs. (11) and (12) can be applied to the block. In the
meantime of the computation, the data acquisition system starts to obtain the next block of data.
Although its overall cost is comparable to the cost of the conventional beamforming, the
observer-based algorithm can be performed recursively in real-time. Figure 3(b) shows the out-
come of acoustic image at tenth block. Compared to Fig. 3(a), the interference from the back-
ground noise is minimized clearly. The outcome also suggests a satisfactory convergence rate.

4. Summary

A new algorithm with the real-time capability was presented for phased microphone arrays in
this work. The algorithm was proposed from the perspective of the linear system theory and is
similar to a classical observer in the form. It is worthwhile mentioning that the idealized as-
sumptions such as free space of sound propagation and little sensor noise were hold for both the
conventional beamforming and the observer-based algorithm. The method of Kalman filter,
which can be regarded as an extended observer with the constraint of Gaussian noise, can be
used to include practical imperfections such as multi-path, reflection, and sensor noise in the
state model. As an extension of the present work the related research is ongoing and beyond the
scope of this paper.

In summary the present observer-based algorithm is able to be performed recursively
over each sampling block. The outcome is still comparable to the corresponding beamforming
result. The finding from the numerical experiment confirmed the working of the observer-based
algorithm. Therefore, the expensive experimental time in a wind tunnel could be reduced ex-
tensively since any defect in a testing can be revealed and corrected instantaneously. The pro-
posed algorithm should also be applicable to other areas, such as communications and ultrason-
ics.
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Abstract: European vowels are mainly distinguished by the two lowest
resonance frequencies (R1 and R2) of the vocal tract. Once the pitch fre-
quency f, exceeds the value of R1 in normal speech, sopranos can deliber-
ately “tune” R1 to match f,. This increases loudness, uniformity of tone, and
ease of singing, at some cost to intelligibility. Resonance tuning would be
assisted if the pitch of the note written for a vowel corresponded with its usual
range of R1. Analysis of several soprano roles indicates that Wagner aided the
acoustics of the soprano voice at high pitch when setting text to music.
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1. Introduction

In normal speech, the vibrating vocal folds generate a harmonically rich signal with pitch fre-
quency f,, which interacts with resonances of frequency Ri in the vocal tract to produce sound
with a spectral envelope that exhibits broad peaks, called formants,' with frequency Fi (Fant,
1970). These resonances have bandwidths of 100 Hz or so, and can be controlled independently
of f, by varying the position and shape of the tongue, jaw, lips, and larynx (Lindblom and
Sundberg, 1971). Vowels in European languages are largely identified by the frequencies of the
first two formants (F1,F2) and thus of the resonances (R1,R2) that produce them. In adult
conversational speech, f; is typically in the range 100-300 Hz, whereas the resonances R1 and
R2 lie in the approximate ranges 300—-800 and 800-2000 Hz, respectively. Consequently, f
and/or some of its harmonics (i.e., 2f;, 3/, etc.) usually fall close enough to each resonance to
receive a useful power boost and to produce identifiable formants. The situation is similar for
most singing ranges when f; is less than about 500 Hz (near the “high C” of tenors). However, f;,
for sopranos can range from 250 to 1000 Hz or even higher.

Four problems can arise when f, exceeds significantly the normal range of R1 for a
vowel. First, the acoustic load of the tract on the vocal folds and glottis changes from inertive
(“mass-like””) when f, <R1 to compliant (“spring-like”) when f, > R1. Vocal fold vibration can
then become less efficient and less stable (Titze 1988, 2008; Titze et al., 2008).

Second, the sound level is usually reduced, as little acoustic energy will be radiated at
frequency f,. Third, a strong variation in the amplitudes of the fundamental and/or second har-
monic may occur as the pitch changes, producing possibly undesirable discontinuities in timbre.
Finally, the effective absence of F'1 means that vowels with a similar value of 72 become indis-
tinguishable. Indeed, as f;, increases, the spacing of harmonics can become so large that even 2
may also effectively disappear.

For a soprano, a solution to all but the last of these problems is to tune R1 close to, but
slightly above, £, (Sundberg, 1975; Joliveau et al., 2004a, 2004b; Titze et al., 2008). This should
increase power, increase the ease of singing, and help maintain timbral homogeneity. Accord-
ingly, sopranos often “modify” their vowels when singing at high pitch (e.g., Coffin, 1974,
1976).

This solution, called resonance tuning, has no disadvantages when singing vocalise
because there is no textual information. However, when singing text, 'l will consequently be
similar to R1 and no longer have an appropriate value for many phoneme-pitch combinations.
This increases the probability that vowels are confused as the difference between f, and the
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value of R1 in normal speech increases (Morozov, 1965; Scotto di Carlo and Germain, 1985;
Hollien et al., 2000). In an earlier study (Dowd ef al., 1997), we found that correct recognition
in speech decreases exponentially with displacement on the (R1,R2) plane. (For French, the
characteristic length is 0.36 times the average distance between vowels.) Thus, with resonance
tuning, a vowel would be likely to be confused with another of higher R1 once f; exceeded its
normal R1 by about 100-200 Hz. This confusion could be minimized if a composer took ad-
vantage of vowel-pitch matching, i.e., if each vowel were sung with a fundamental frequency £
that was consistent with its usual range of R1. Further, the singer would no longer need to
“tune” the resonance significantly (Carlsson-Berndtsson and Sundberg, 1991): the libretto
would partially do it for her, making it easier to sing with a high ratio of output power to input
effort.

Composers have long been aware of the problem of reduced intelligibility (Berlioz,
1844). But have they used vowel-pitch matching (whether consciously or unconsciously) to
reduce it and/or to make the music easier to sing? If so, the vowel distribution would vary
systematically with pitch: vowels associated with a low R1 would be sung less often at high
pitch and vice versa. If not, we should expect the distribution of vowels to be independent of
pitch, simply reflecting that of the libretto. A test of this hypothesis would require libretti with a
large number of vowels in different words to ensure that any observed distribution was not a
statistical accident. Compositions wherein the intelligibility of the text is important should also
be more likely to show a non-uniform distribution of vowels with pitch. Not all operas are thus
suitable: in some, the high pitch writing for soprano is aimed at technical display, rather than
conveying text. In others, a relatively simple plot is adequately conveyed by repetition or by
actions on stage. A composer who was also the librettist might be most likely to match vowels
with pitch. For these reasons, this study focused initially on the two great Wagnerian soprano
roles; Briinnhilde and Isolde. Each singer has to communicate lengthy, subtle aspects of plot via
text alone. Further, the libretti were written by Wagner, published prior to composing the scores,
and considered by him and others to be significant literary works in their own right. Four operas
by other composers were then studied for comparison.

2. Methods

Using published scores, the phoneme and fundamental (pitch) frequency f, were recorded for
each note sung by the chosen soprano(s) in each operas studied—see Table 1. Any obvious
ornamentation, grace notes, trills, and mordants were not included as they carry no textual
information. (Because resonances and formants are broad, high precision in fundamental fre-
quency is not required, so 44=440 Hz was assumed throughout).

Wagner provided little ornamentation and generally writes only one note per syllable,
(sometimes two for Isolde). To simplify presentation, the 12 vowels of German were grouped
into the four standard categories according to their jaw height in the vocoid or Cardinal Vowel
space. The range of R1 we associated with each category were as follows: closed 250—400 Hz,
close-mid (or half-close) 400-550 Hz, open-mid (or half-open) 550-750 Hz, and open 750-
1000 Hz. Of course the values of R1 will vary with language, dialect, accent, etc. It is also
possible that listeners may learn to use a different formant “map” for sopranos (i.e., a different
categorization of the vowel plane), in much the same way that we use different maps for men,
women, and children. Ultimately, we can only make an informed guess at the vowel sound
imagined by the composer-librettist. Although there might be uncertainty about the range of
resonance frequencies in each category, the important feature for this study is that their order
with increasing frequency is known. The soprano roles of Fiordiligi in Cosi fan tutte and Sophie
in Der Rosenkavalier were analyzed in a similar fashion.

A slightly abbreviated analysis was made of the soprano roles in Don Giovanni by
Mozart and The Barber of Seville by Rossini, which included only notes longer than a crochet
(quarter note) or a quaver (eighth note) in slow sections, in the range from G4 to C6, a range
below which resonance tuning by sopranos is not observed (Joliveau et al. 2004a, 2004b). There
are thus no data on vowel-pitch matching for the closed vowels in these two operas.
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Table 1. Details of the operas.

Opera Composer Librettist Year Language  Soprano role
Der Rosenkavalier® Strauss von Hofmannsthal 1909-1910 German Sophie
Der Ring des Nibell.mgenb'C Wagner Wagner 1854-1874 German Briinnhilde
Gi)‘tterdiimmerungh Wagner Wagner 1869-1874 German Briinnhilde
Siegfried® Wagner Wagner 1856-1869 German Briinnhilde
Tristan und Isolde® Wagner Wagner 1857-1859 German Isolde
Die Walkiire® Wagner Wagner 1854-1856 German Briinnhilde
The Barber of Seville® Rossini Sterbini 1816 Italian All
Cosi fan tutte’ Mozart da Ponte 1790 Italian Fiordiligi
Don Giovanni® Mozart da Ponte 1787 Italian All

*The edition of the score used was from Boosey & Hawkes, London, 1943.

®The edition of the score used was from Klavierauszug-VEB Breitkopf und Hértel Musikverlag,
Leipzig, 1980.

“The edition of the score used was from Klavierauszug-VEB Breitkopf und Hirtel Musikverlag,
Leipzig, 1984.

9The edition of the score used was from Ernst Eulenberg, London, 1900.

“The edition of the score used was from Kalmus 368, New York.

"The edition of the score used was from Neue Ausgabe sdmtlicher Werke, Bérenreiter Kassel, Basel,
1991.

SThe edition of the score used was from Kassel Birenreiter, 1975.

3. Results and discussion

The upper part of Fig. 1(A) shows, for each pitch, the total number of notes sung for the com-
bined soprano roles of Briinnhilde and Isolde. Each note has a particular pitch and an associated
vowel. There are sufficient of these vowel-pitch combinations (more than 10 000) to provide
useful statistics and a reasonably smooth distribution with pitch, although some preference for
keys harmonically close to C major is apparent. Fewer notes are written at the extremes of the
soprano range, presumably because very high notes are physically demanding and dramatically
effective if used sparingly, and because sopranos’ low notes often have reduced dynamic range.

The lower part of Fig. 1(A) shows the distribution of vowels grouped into the four
categories for jaw height and thus R1. The vowel distribution does vary with frequency, and in a
fashion that helps match R1 to f;,. Thus the closed and close-mid vowels with low R1 become
less common as f; rises above 500600 Hz. Conversely, the fraction of open-mid and open
vowels increases significantly above 600 Hz. The open vowels are, of course, preferred at high
pitch, whereas other vowels would be seriously distorted by resonance tuning. However, open
vowels are also used across the whole pitch range. The unmodified R1 for these vowels is suf-
ficiently high that, for almost the whole of the soprano range, the vocal tract load at the glottis is
inertive. Further, for notes in the low soprano range, R1 may be excited by a second or even
third harmonic. So the open vowels are least likely to be distorted by resonance tuning.

Figure 1(B) shows the data for the vowel-pitch combinations for the role of Fiordilgi in
Cosi fan tutte, an opera buffa by Mozart. There is no significant variation of vowels with pitch,
except surprisingly at low notes where the closed vowels (u and i) are less likely than at the
highest notes; this could reduce intelligibility.

Figure 2 shows the extent of pitch-resonance matching for the eight operas studied in
terms of 7, a parameter we define as follows. For all notes lying in a frequency band correspond-
ing to a particular jaw height, let g be the average fraction of notes whose vowel corresponds to
that jaw height. Let / be the average fraction of notes at all other frequencies having those
vowels. The parameter y=g/h—1 then indicates the preference for the appropriate vowel-pitch
combinations. Positive and negative values indicate favorable and unfavorable pitch-resonance
matching, respectively. The vowel distribution is seen to change systematically with frequency
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Fig. 1. Semi-logarithmic plots of the number of vowel-pitch combinations (upper) and the cumulative vowel fraction
(lower) as function of written pitch frequency f; for soprano roles in operas by Wagner and Mozart. On the lower
figures, the open vowels lie between the axis and the lowest continuous line, open-mid between the two lowest
continuous lines, etc. The dashed lines show the null hypothesis: equal distribution of vowels across pitch. Shaded
areas indicate regions where R1 and pitch might be favorably matched. Heavily shaded areas indicate approximate
regions where resonance tuning would be particularly favorable.

in all four Wagner operas studied. The direction of the changes strongly supports the hypothesis
of non-accidental matching of vowels with pitch, but it is worth considering non-acoustic
causes. For example, high notes are often used for dramatic emphasis, so important declarative
text might alter the distribution via preferential repetition at high pitch. Isolde often sings
“Tristan” and “Liebe,” usually with descending pitch. Briinnhilde is also heavily involved with
“Sieglinde,” “Siegmund,” “Siegfried,” and “Liebe.” However, removal of these words from the
analysis did not significantly alter the overall distribution of vowels with frequency. The data
presented in the figures do not include the war-whoops of Briinnhilde in Die Walkiire because,
although her repeated cries of “Hojotoho Heiaha” occur at high pitch, they convey negligible
textual information. Their inclusion does not significantly alter the vowel distribution.
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Fig. 2. The extent of pitch-resonance matching for soprano roles in the eight operas studied. The degree of matching
is indicated by 7, a parameter that indicates the preference for the appropriate vowel-pitch combinations (see text).
Positive and negative values of y indicate favorable and unfavorable pitch-resonance matching, respectively. Values
associated with open vowels (high R1) are indicated by shading. The operas are shown in historical order from left
to right.
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Do other composers or librettists match vowels with pitch? Figure 2 indicates that, for
the limited sample of works studied, a significant increase in 7y for open vowels occurs only in
the operas by Wagner. Interestingly, y for open vowels increased systematically as Wagner’s
experience as a composer increased. For comparison, the role of Sophie in the later opera Der
Rosenkavalier by Richard Strauss shows no significant effect.

Wagner’s idea of opera was a continuous music drama. Earlier operas often linked
separate arias and choruses with explanatory recitative and thus had less need for intelligibility
at high pitch. Furthermore Wagner wrote for much larger orchestras than those available to
Mozart or Rossini, and wrote vocal parts that severely test the stamina and capabilities of sing-
ers. Thus the employment of vowel-pitch matching could have helped satisfy the concomitant
requirements of intelligibility, vocal power, and easier singing of difficult parts.

A number of complications and differences are also relevant: in some operas, impor-
tant phrases can be repeated several times at different pitches—rarely in Wagner and Strauss,
but often in Mozart. One might also consider the time available to composers to “polish” the
operas; Rossini wrote some 26 operas in 7 years whereas Wagner wrote 14 in over 50 years.

It is also possible that a composer-librettist might alter the overall vowel distribution
from that of normal speech to favor more open vowels, particularly when writing text for or-
chestral accompaniment. First, singers can produce higher sound pressure levels using open
vowels at any pitch (Gramming and Sundberg, 1988). Furthermore, the time-averaged power
spectrum produced by an orchestra peaks around 500—600 Hz and then decreases with increas-
ing frequency (Sundberg, 1977). Consequently, the voice of a singer using more open vowels
would be expected to have more power above 500 Hz through reinforced harmonics, even when
singing at lower pitch. Thus a libretto to be sung with orchestra might advantageously include a
higher proportion of open vowels than written text. This was not investigated here, in part be-
cause of the difficulty in choosing appropriate texts to use as the non-operatic controls.

Many factors, apart from vowels, are involved in intelligibility. For instance, if only
one vowel in a string of phonemes produces a real word, then the vowel need not be recognized.
Similarly, context in a sentence can mean that a weird can be understood, independently of the
vowel. The results of this study also suggest that those translating a libretto for performance in
another language might occasionally consider vowel-pitch matching—among all of the other
constraints.

4. Conclusions

The authors are unaware of any written evidence about the composers’ intentions nor of whether
they were advised on this issue by sopranos, with whom they sometimes had quite close rela-
tions. However, it appears that Wagner, either consciously or unconsciously, did take the acous-
tics of the soprano voice at high pitch into account when setting text to music. This is consistent
with the increased importance of textual information in his operas, the increasing size of his
orchestras, and the more complex vocal parts.

Acknowledgment

The support of the Australian Research Council is gratefully acknowledged.

References and links

'We follow the original definitions of Fant (1970) and reserve the term “formant” for broad peaks in the spectral
envelope and “resonance” for the acoustic resonances of the vocal tract that produce them—see Wolfe et al. (2009)
for further discussion.

Berlioz, H. (1844). Grand traité d’instrumentation et d’orchestration modernes (A treatise on modern instru-
mentation and orchestration), translated by M. C. Clarke (Novello, London).

Carlsson-Berndtsson, G., and Sundberg, J. (1991). “Formant frequency tuning in singing,” Speech Transm. Lab. Q.
Prog. Status Rep. 32, 29-35.

Coffin, B. (1974). “On hearing, feeling and using the instrumental resonance of the singing voice,” NATS Bulletin
31, 26-30.

EL200 J. Acoust. Soc. Am. 125 (5), May 2009 J. Smith and J. Wolfe: Vowel-pitch matching in Wagner’s operas



J. Smith and J. Wolfe: JASA Express Letters [DOI: 10.1121/1.3104622] Published Online 13 April 2009

Coffin, B. (1976). Coffin’s Sounds of Singing (The Scarecrow, Lanham).

Dowd, A., Smith, J., and Wolfe, J. (1997). “Learning to pronounce vowel sounds in a foreign language using
acoustic measurements of the vocal tract as feedback in real time,” Lang Speech 41, 1-20.

Fant, G. (1970). Acoustic Theory of Speech Production (Mouton, The Hague).

Gramming, P, and Sundberg, J. (1988). “Spectrum factors relevant to phonetogram measurement,” J. Acoust. Soc.
Am. 83, 2352-2360.

Hollien, H., Mendes-Schwartz, A. P., and Nielsen, K. (2000). “Perceptual confusions of high-pitched sung vowels,”
J. Voice 14, 287-298.

Joliveau, E., Smith, J., and Wolfe, J. (2004a). “Tuning of vocal tract resonances by sopranos,” Nature (London) 427,
116.

Joliveau, E., Smith, J., and Wolfe, J. (2004b). “Vocal tract resonances in singing: The soprano voice,” J. Acoust.
Soc. Am. 116, 2434-2439.

Lindblom, B. E. F,, and Sundberg, J. E. F. (1971). “Acoustical consequences of lip, tongue, jaw, and larynx move-
ment,” J. Acoust. Soc. Am. 50, 1166-1179.

Morozov, V. P. (1965). “Intelligibility in singing as a function of fundamental voice pitch,” Sov. Phys. Acoust. 10,
279-283.

Scotto di Carlo, N., and Germain, A. (1985). “A perceptual study of the influence of pitch on the intelligibility of
sung vowels,” Phonetica 42, 188-197.

Sundberg, J. (1975). “Formant technique in a professional female singer,” Acustica 32, 89-96.

Sundberg, J. (1977). “The acoustics of the singing voice,” Sci. Am., §2-91.

Titze, I. R. (1988). “The physics of small-amplitude oscillations of the vocal folds,” J. Acoust. Soc. Am. 83, 1536—
1552.

Titze, L. R. (2008). “Nonlinear source-filter coupling in phonation: Theory,” J. Acoust. Soc. Am. 123, 2733-2749.
Titze, I. R., Tobias, R., and Popolo, P. (2008). “Nonlinear source-filter coupling in phonation: Vocal exercises,” J.
Acoust. Soc. Am. 123, 1902-1915.

Wolfe, J., Garnier, M., and Smith, J. (2009). “Vocal tract resonances in speech, singing and playing musical instru-
ments,” HFSP J., 3(1), 6-23.

J. Acoust. Soc. Am. 125 (5), May 2009 J. Smith and J. Wolfe: Vowel-pitch matching in Wagner’s operas EL201



B. Cotté and P. Blanc-Benon: JASA Express Letters [DOI: 10.1121/1.3104633] Published Online 13 April 2009

Time-domain simulations of sound propagation
in a stratified atmosphere over an
impedance ground

Benjamin Cotté and Philippe Blanc-Benon
LMFA, UMR CNRS 5509, Ecole Centrale de Lyon, 69134 Ecully Cedex, France
benjamin.cotte@ec-lyon.fr, philippe.blanc-benon@ec-lyon.fr

Abstract: Finite-difference time-domain simulations of broadband sound
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mented in a linearized Euler equations solver, which enables to study long
range sound propagation over an impedance ground. Some features of the
pressure pulse evolution with time are analyzed in both upward-and
downward-refracting conditions, and the time-domain simulations are com-
pared to parabolic equation calculations in the frequency domain to show the
effectiveness of the proposed impedance boundary condition.
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1. Introduction

Time-domain numerical solutions of the linearized Euler equations are becoming increasingly
popular to study broadband noise propagation outdoors, since they can accurately take into
account the interactions of the acoustic waves with local wind and temperature fluctuations in
the atmospheric boundary layer. They are also well suited to study the sound field close to the
acoustic sources, which can be complex in the context of transportation noise.

When performing finite-difference time-domain (FDTD) simulations, one of the main
difficulties is to account for the reflection of acoustic waves over an impedance ground. Indeed,
impedance models classically used for outdoor grounds have been obtained in the frequency
domain, and most of them do not meet the necessary conditions for an impedance model to be
physically possible, which means that they cannot be directly translated into the time domain.*’
Furthermore, when the translation into the time domain is possible, a convolution needs to be
solved in the time-domain boundary condition (TDBC), which is computationally expensive.
Different methods have been proposed to derive impedance TDBC.*® Recently, Cotté et al’
presented a TDBC for the Miki impedance model,* which is a physically possible extension of
the Delany—Bazley impedance model.'’ This TDBC is based on an approximation of the imped-
ance in the frequency domain, which allows the use of the recursive convolution method,' a
very efficient technique to calculate a discrete convolution. It can be noticed that another way to
account for the interaction of sound waves with an impedance ground is to add an explicit
porous layer to the computational domain, as done by Salomons et al.' and by Van Renterghem
and Botteldooren.? This method is useful to model certain types of grounds, such as extended-
reaction grounds but requires additional calculations to be performed in the porous medium.

In this paper, the method proposed to obtain the impedance TDBC is first summarized.
Then, after a brief description of the linearized Euler equations solver, two-dimensional simu-
lations of broadband noise propagation in a stratified atmosphere are presented. The pressure
pulses obtained in downward and upward-refracting conditions are compared to the homoge-
neous case. Finally, the spectra of the time-domain simulations are calculated and compared to
parabolic equation simulations in the frequency domain.
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2. Derivation of time-domain impedance boundary conditions

Let p(f) be the acoustic pressure and v(¢) the component of particle velocity normal to the
interface between the ground and the air, with P(w) and V(w) their respective Fourier trans-
form, ¢ the time, and w the angular frequency; the exp(—jwt) convention is assumed throughout
this paper. Classically, the characteristic impedance Z(w) is defined in the frequency domain
using P(w)=Z(w)V(w). The direct translation of this boundary condition in the time domain
involves a convolution operator that is computationally expensive to solve. Thus, following a
method proposed by Fung and Ju® and Reymen et al. .’ the characteristic impedance Z(w) is
approximated as a sum of first-order systems:
s

Zw) =3 —2 (1)

o Ne—j

with N\, the real poles in the approximation, 4; the corresponding coefficients, and S the number
of poles. Using these first-order systems, the impedance is guaranteed to be physically possible
if \;=0 and if the passivity condition is met (positive real part of the impedance). Furthermore,
the form of these functions allows the use of the recursive convolution method, introduced by
Luebbers and Hunsberger11 in the context of electromagnetic propagation through dispersive
media. Considering the discretized variables p"=p(nAtr) and v"”=v(nAf), with Az the time
step, the following TDBC is obtained:’

s
P =2 A, )
=1
where the accumulators ¢, are given by the recursive formula:
1 _ e*)\kAf 3
¢§€n) _ v(n))\— + ng(n l)ef)\kAt. (3)
k

It can be seen that S accumulators ¢, are needed in the TDBC, with only two storage locations
per accumulator.

Cotté et al.’ compared different methods to identify the coefficients 4; and A, of Eq.
(1), and showed that it is desirable to constrain the values of the poles \; to obtain accurate
numerical results. They propose an optimization method in the frequency domain, which guar-
antees that the impedance model is physically possible and that the values of the poles are
sufficiently small. This method is applied to the Miki impedance model of a semi-infinite
ground layer:4

Zlpoco=1+0.0699(f/c,) 32+ j0.107(fl o,) 0632, (4)

with p, the air density, ¢, the sound speed in the air, f the frequency, and o, an effective flow
resistivity [the coefficients in Eq. (4) are in SI units]. The coefficient identification method is
performed on the frequency band [50 Hz, 1200 Hz], which includes the spectrum of the pulse
used in the simulations presented in Sec. 3. The coefficients 4, and A, corresponding to the
Miki impedance model with an effective flow resistivity of 100 kPa s m 2 are given in Table 1.
It can be seen in Fig. 1 that the real and imaginary parts of the impedance are very well approxi-
mated using only five real poles over the frequency band of interest. Note that this method has
also been applied to the Miki model of a rigidly backed layer in Ref. 9.

3. Time-domain simulations in a stratified atmosphere
3.1 Linearized Euler equation solver

The linearized Euler equations are solved using FDTD methods developed in the computational
aeroacoustics community.lz*1 Optimized finite-difference schemes and selective filters over 11
points are used for spatial derivation and grid-to-grid oscillations removal, respectively. These
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Table 1. Coefficients A, and N, for the Miki impedance model of a semi-infinite ground layer of effective flow
resistivity 100 kPa s m~2. This set of coefficients was referred to as OF v1 in Ref. 9.

k A, A
1 1.414 390 450 609 X 10° 5.233.002 301 836 X 10!
2 1.001 354 674 975 X 10° 4.946 064 975 401 X 102
3 —-3.336 020 206 713 X 10° 1.702 517 657 290 X 10°
4 5.254 549 668 250 X 10° 1.832 727 486 745 X 10°
5 3.031704 943 714 X 107 3.400 000 000 000 X 10*

numerical schemes are optimized in the wave number space by minimizing the dispersion and
dissipation errors, so that acoustic wavelengths down to five or six times the spatial mesh size
are accurately calculated.”'” For the interior points, which are the points separated from the
boundary b, by at least five points, the centered fourth-order finite-difference scheme of Bogey
and Bailly and the centered sixth-order selective filter recently proposed by Bogey et al
chosen. For the boundary points, that are the five extreme points in each direction the 11- pornt
non-centered finite-difference schemes and selective filters of Berland er al."> are used. Apply-
ing a selective filter to a variable U on a uniform mesh of size Ax provides

0
Ulx,) = U(Xo)_sfz d,,U(xg + mAx). (5)

m=—P

In the following, a filtering coefficient s, of 0.2 is taken for all selective filters except at the
extreme points where a filtering coefficient of 5,/20 is chosen. A smaller coefficient is indeed
taken for the completely off-centered filter because this filter is much more dissipative than the
other selective filters. The completely off-centered filter is needed when a large number of time
iterations is performed as it is the case in this paper.

The optimized six-stage Runge—Kutta algorithm of Bogey and Ballly is used for time
integration. The TDBC presented in Sec. 2 can easily be adapted to this algorithm, as shown in
Ref. 9. The simulations presented in this paper are performed with a CFL=cyAz/Ax of 1, with

Im[Z]/pgco

10° 10° 10*
£ (H2)

Fig. 1. Real and imaginary parts of the normalized impedance Z/ pyc,. The solid line corresponds to the Miki model
of a semi-infinite ground layer with an effective flow resistivity of 100 kPas m~2, and the dots correspond to the fit
obtained using the frequency-domain approximation. The frequency band [50 Hz, 1200 Hz] is represented by ver-
tical lines.
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At the time step. An orthogonal non-staggered grid is used, and the TDBC given by Egs. (2) and
(3) is only applied at the ground boundary (z=0); more details on the numerical implementation
of the TDBC can be found in Ref. 9. At all other boundaries, the radiation boundary conditions
of Tam and Dong'® are considered. The initial pressure distribution used in the simulations has
the following Gaussian form: p(r,t=0)=4 exp(—In 2r*/ B?), with B=5Ax=0.25 m the Gauss-

ian half-width, r=x?>+(z—zg)? the source-receiver separation, and zg=2 m the source height.

This starter has a broadband spectrum with significant frequency content up to 800 Hz
approximately.9’15

3.2 Numerical results

In the rest of the paper, a two-dimensional propagation configuration is studied, with a size of
approximately 500 m in the x-direction and 100 m in the z-direction. The mesh size is 0.05 m,
and there are about 22 X 10° points in the computational domain. The calculation is run over
11 000 time iterations to enable the pulse to leave the computational domain. This calculation is
performed on a NEC SX-8 vector machine and takes about 8 h to run (more details can be
found in Ref. 15). A logarithmic sound speed profile is considered, which has the following
form: c(z)=cy+a, In(1+z/z;), with ¢j=340 m/s and z,=0.1 m. Three values of the coefficient
a, are considered, corresponding to downward-refraction (a,=+1 m/s), upward-refraction
(a,=—1 m/s), and homogeneous conditions (a,.=0).

Two movies of the pulse evolution with time are given in Mm. 1 for a receiver height of
2 m and Mm. 2 for a receiver height of 10 m. The pressure amplitude is corrected by \e’; to take
into account geometrical spreading in two dimensions. At each distance x, the pressure wave-
forms are centered at the time x/c(. The movies show that the pressure pulse arrives earlier in
the downward-refracting case (a,=+1 m/s) and later in the upward-refracting case (a,
=—1 m/s) compared to the homogeneous case (a,=0). There is evidence of multiple arrivals in
the downward-refracting case, with relatively strong acoustic pressure amplitude. In the
upward-refracting case, the pulse amplitude is attenuated compared to the homogeneous case,
except at short range where an amplification of the acoustic pressure can be observed. This
amplification can be attributed to a modification of the ground effect due to the vertical sound
speed gradients close to the ground. This effect is particularly clear for a receiver height of 10 m
and distances between 50 and 100 m approximately in Mm. 2, and the modification of the
ground effect will appear on the spectra plotted in Fig. 3. Another feature of the pressure wave-
forms shown in the movies is the presence of a long trail at the end of the pulses. This long trail
component has been shown to be a surface wave in Ref. 17. It must be noted that in the atmo-
sphere, the insonification of the refractive shadow zone is mainly caused by sound scattering by
turbulence; however, this effect is not considered in this paper.

Mm. 1. Normalized pressure p(#) Vr/A with respect to time at a height of 2 m and distances be-
tween 10 and 500 m. The blue curve corresponds to the downward-refracting case (@, =+1 m/s),
the black curve to the homogeneous case (a,=0), and the red curve to the upward-refracting case
(a,=—1 m/s). This a file of type “avi” (3.7 Mbytes).

|Mm. 2. The same as in Mm. 1, but for a height of 10 m. This a file of type “avi” (3.9 Mbytes). |

4. Comparison with parabolic equation simulations in the frequency domain

The time-domain simulations are now compared to parabolic equation (PE) calculations in the
frequency domain to show the effectiveness of the impedance TDBC described in Sec. 2. The
spectra of the sound pressure level relative to the free field, noted AL, are calculated using a fast
Fourier transform. The PE calculations are obtained using a wide-angle parabolic equation
(WAPE) code described in Refs. 18 and 15, with a frequency-domain impedance boundary con-
dition based on Eq. (4). The spectra of AL for the FDTD and PE calculations are compared in
Fig. 2 for a receiver height of 2 m, and in Fig. 3 for a receiver height of 10 m. Both solutions
agree very well between 50 and 800 Hz. Above 800 Hz, there is no significant energy in the
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Fig. 2. (Color online) Spectra of the sound pressure level relative to the free field AL at a height of 2 m and
propagation distances of 100, 300, and 500 m (a) in downward-refracting conditions (a.,=+1 m/s) and (b) in
upward-refracting conditions (a,=—1 m/s). The solid lines correspond to the FDTD calculations, and the symbols
correspond to the PE calculations.

initial pulse of the FDTD calculation. Propagation distances are thus greater than 1000 acoustic
wavelengths for the largest range and frequency considered in these simulations, which shows
that the proposed FDTD model is well suited to study long range sound propagation.

These spectra also explain the pressure pulse evolution with time shown in Mm. 1 and
Mm. 2. In downward-refracting conditions [see Figs. 2(a) and 3(a)], the sound pressure levels
are quite large and the interference pattern is complex, especially at a range of 500 m, which
can be linked to the multiple arrivals that are observed in the movies. In upward-refracting
conditions [see Figs. 2(b) and 3(b)], the frequency components above 200 Hz are strongly at-
tenuated at ranges greater or equal to 300 m. Thus, the pressure pulse contains only very low-
frequency components at these ranges. At a receiver height of 10 m and a range of 100 m,
however, the sound pressure level is quite large over the whole frequency band of interest, and
even larger than the sound pressure level in downward-refracting conditions. The interference
dip located at about 200 Hz in the downward-refracting case is shifted to higher frequencies in
the upward-refracting case, which explains the pulse amplification observed in the movie Mm.
2.

5. Conclusion

In this paper, long range sound propagation over an impedance ground is studied using FDTD
methods. In particular, a method recently proposed to obtain an impedance TDBC has been
applied to the Miki impedance model. This TDBC has been implemented in a linearized Euler

.......... ..|—®=100m}{
b= 300m

30} eeeeeee RIRRTIEN Ko RTINS == 500m}-

0 200 400 600 800

J (Hz)

Fig. 3. (Color online) The same as in Fig. 2, but for a height of 10 m.
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equations solver and two-dimensional simulations in a stratified atmosphere have been pre-
sented. One type of ground has been tested in the simulations on the frequency range [50 Hz,
800 Hz]. The solver used in this work enables to study sound propagation over distances greater
than 1000 acoustic wavelengths, as the comparison with PE calculations in the frequency do-
main has shown. Interesting features of the pressure pulse evolution with time in both upward-
and downward-refracting conditions have been analyzed. In the future, the surface wave com-
ponent that appears in the time-domain solution will be studied in more detail.
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Abstract: The pitch levels of female speech in two villages situated in a
relatively remote area of China were compared. The dialects spoken in the
two villages are similar to Standard Mandarin, and all subjects had learned to
read and speak Standard Mandarin at school. Subjects read out a passage of
roughly 3.25 min in Standard Mandarin, and pitch values were obtained at
5-ms intervals. The overall pitch levels in the two villages differed signifi-
cantly, supporting the conjecture that pitch levels of speech are influenced by
amental representation acquired through long-term exposure to the speech of
others.
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1. Introduction

While a substantial literature exists concerning the features of particular languages and dialects,
overall pitch level as a feature has so far received little attention. This is due in part to the
assumption frequently made that the pitch level of speech is physiologically determined and
that it serves as a reflection of body size (Kunzel, 1989; Van Dommelen and Moxness, 1995).
However, taking male and female speech separately, a convincing absence of correlate has been
obtained between overall pitch level and the speaker’s body dimensions such as height, weight,
size of larynx, and so on (Hollien and Jackson, 1973; Kunzel, 1989; Van Dommelen and Mox-
ness, 1995; Collins, 2000; Gonzales, 2004; Lass and Brown, 1978; Majewski et al., 1972). In
contrast, various studies have found that the pitch level of speech varies with the speaker’s
language (Hollien and Jackson, 1973; Majewski ef al., 1972; Hanley et al., 1966; Yamazawa
and Hollien, 1992), indicating that it is subject to a cultural influence (Dolson, 1994; Honorof
and Whalen, 2005; Xue et al., 2002), though the precise nature of this influence has not received
much consideration.

Deutsch and co-workers (cf. Deutsch, 1992) proposed that the pitch level of an indi-
vidual’s speaking voice is strongly influenced by the pitch levels of speech in his or her linguis-
tic community. More specifically, it was hypothesized that through long-term exposure to the
speech of others, the individual acquires a mental representation of the expected pitch range and
pitch level of speech (for male and female speech taken separately), and that this representation
includes a delimitation of the octave band in which the largest proportion of pitch values occurs.
It should be noted that the pitch range of speech has frequently been determined to be roughly

¥ Author to whom correspondence should be addressed.
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an octave, for both male and female speakers, and across a diversity of languages and dialects
(Dolson, 1994; Hudson and Holbrook, 1982; Kunzel, 1989; Majewski ef al., 1972; Xue et al.,
2002; Yamazawa and Hollien, 1992; Hanley ef al., 1966; Hollien and Jackson, 1973). A detailed
account and appraisal of the proposed model can be found in Dolson (1994). It leads to the
further assumption that, taking two communities, each of which is linguistically homogeneous,
the overall pitch levels of speech should cluster within each community, but might differ across
communities. It is further hypothesized that when acquiring a second language or dialect, the
individual imports the mental representation of the pitch levels that he or she had originally
acquired (Deutsch et al., 2004).

The present study was designed to test the above hypothesis by comparing the overall
pitch levels of female speech in two communities. The subject populations were located in two
villages situated in a relatively remote area of China, which is considered to be stable and ho-
mogeneous in terms of ethnicity, culture, and lifestyle (Blunden and Elvin, 1998). The villages
are less than 40 miles apart, though travel time between them by automobile takes several
hours. The dialects spoken in these villages are quite similar, being in the same general family
as Standard Mandarin, and communication between residents of the two villages using their
native dialects occurs without difficulty. Further, the speech of residents of both villages can be
readily understood by speakers of Standard Mandarin. All subjects in the study had learned to
speak and read Standard Mandarin in school.

Each subject was given a passage of roughly 3.25 min in duration to read out in Stan-
dard Mandarin, and from this reading, pitch values were obtained at 5-ms intervals. Two types
of analysis were then performed. First, for each subject an average fundamental frequency (FO0)
was obtained, and statistical comparison was made between the average FOs obtained from
subjects in the two villages. Second, for each subject the FOs were allocated to semitone bins, a
histogram was created of the percentage occurrence of FO values in each bin, and from this
histogram the octave band containing the largest number of FO values was derived. Statistical
comparison was then made between the positions of the octave bands derived from subjects in
the two villages.

2. Method
2.1 Subjects

Thirty-three female subjects participated in the experiment. They were tested in two locations:
17 subjects in Taoyuan Village, near Guandu, Zhushan County, in Hubei Province, and 16 sub-
jects in Jiuying Village, near Bailu, Wuxi County, in the municipality of Chongqing. Those
tested in Taoyuan Village were of average age 33.7 years (18—48 years) and had received an
average of 7.6 years (4—12 years) of school education where they had learned to speak and
read Standard Mandarin. They had all been born in or near Guandu and had not lived outside
Zhushan County for more than 5 years. Those tested in Jiuying Village were of average age
37.6 years (25—52 years) and had received an average of 7.1 years (3—12 years) of school
education where they had learned to speak and read Standard Mandarin. They had all been born
in or near Bailu and had not lived outside Wuxi County for more than 5 years. All subjects
except two were married, and their husbands were all locally born. With two exceptions, the
subjects’ parents had been born in the same county as the subjects and had lived in the same
county for most of their lives. All subjects reported that they had normal hearing and were free
of respiratory illness at the time of testing.

2.2 Apparatus and procedure

The subjects in both locations were tested individually in a quiet environment. They were first
interviewed to inquire into their state of health and hearing and to determine that they had an
adequate level of competence in speaking Standard Mandarin. They were also administered a
questionnaire that inquired into their linguistic background and life history. Then they were
given a short, emotionally neutral article to read out in Standard Mandarin for practice. Follow-
ing this, they were given the test article to read out in Standard Mandarin, and their speech was
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Fig. 1. (Color online) The percentage occurrence of FO values in a 3-min segment of speech plotted in semitone bins.
The data from three subjects in each village are displayed. The center of each bin is displayed on the abscissa:
D#3=155.6 Hz; A3=220 Hz; D#4=331.1 Hz; A4=440 Hz. The gray area on each histogram shows the octave band
in which the largest number of FO values occurred.

recorded. The test article was also emotionally neutral, contained 480 Chinese characters, and
took an average of roughly 3.25 min to read out. The subjects were paid for their services.

For each subjects’ reading, the speech samples were recorded viaa SONY ECM-CS10
lavalier microphone onto an Edirol R-1 digital recorder as 16-bit, 44.1-kHz WAV files. The
sound files were transferred to an iMac running OSX 10.5, converted to a sampling rate of
11.025 kHz, and the first 20 s of each file was deleted. The soundfiles were then converted to
NeXT format and transferred to a NeXT computer (NeXTstation Turbo Color).

The sound files were lowpass filtered with a cutoff frequency of 1300 Hz. FO estimates
were then obtained at 5-ms intervals, using a procedure derived from Rabiner and Schafer
(1978). The low and high boundaries for the FO estimates were set at 107 and 639 Hz, respec-
tively. In addition, for each subject’s recording, the time-varying energy level of the signal was
obtained, and only those FO estimates that were associated with levels no lower than 25 dB
below the peak level were saved for further analysis. (This procedure was employed so as to
eliminate spurious FO estimates, such as obtained during pauses in the subject’s speech.) Then
for each subject’s reading, the FO estimates were averaged along the musical scale; that is, along
a log frequency continuum, so producing an average FO for each subject. Furthermore, as a
separate procedure, the raw FO estimates were allocated to semitone bins, with the center fre-
quency of each bin determined by the equal-tempered scale (A=440 Hz). Histograms were then
generated for each subject showing the percentage occurrence of FO values in each semitone
bin.

3. Results

Figure 1 presents, as examples, the histograms showing the percentage occurrence of F0 values
in each semitone bin derived from the readings of six subjects taken individually—three from
Jiuying Village and three from Taoyuan Village. Also indicated on each histogram are the semi-
tone bins delimiting the octave band containing the largest number of FO values in the subject’s
speech. (We note that some of the histograms are bimodal and hypothesize that this reflects the
characteristics of the tones in the subjects’ speech.) Taking all those from Taoyuan Village, the
FO values included in the octave bands comprised 98.91% of the total, and taking all those from
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Fig. 2. (Color online) The upper limits of the octave band for speech in the two villages plotted in semitone bins. The
center of each bin is displayed on the abscissa: A#3=233.1 Hz; B3=246.9 Hz; C4=261.6 Hz; C#4=277.2 Hz;
D4=293.7 Hz; D#4=311.1 Hz; E4=329.6 Hz; F4=349.2 Hz; F#4=370 Hz.

Jiuying Village, these values comprised 97.24% of the total. Therefore, as had been found in the
earlier studies referred to above, the FO values in the speech of these subjects, taken individu-
ally, spanned close to an octave.

The FOs were found to be higher overall for subjects in Jiuying Village than those in
Taoyuan Village; specifically, the FOs averaged over a log scale were 231.4 Hz for Jiuying Vil-
lage and 200.6 Hz for Taoyuan Village. On a one-way analysis of variance (ANOVA), the dif-
ference in average FOs between the two villages was found to be highly significant [F(1,31)
=19.106; p<0.001].

A further analysis was performed to test the hypothesis that the octave bands for
speech would cluster within each village, but would differ significantly across villages. Figure 2
presents the percentages of subjects for whom the upper limit of the octave band fell in each
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semitone bin, plotted for each village separately. As can be seen, the values indeed clustered
within each village, but differed overall across villages by roughly 3 semitones. On a one-way
ANOVA, this difference between the two villages was found to be highly significant [F(1,31)
=19.803; p<0.001].

4. Discussion

The present findings are in accordance with the conjecture that the overall pitch level of an
individual’s speaking voice varies as a function of his or her linguistic community and so re-
flects an influence of long-term exposure to the speech of others (Deutsch, 1992). In most pre-
vious work on this issue, comparison was made between the pitch levels of speech derived from
passages that were read out in different languages (see, for example, Hollien and Jackson, 1973;
Majewski et al., 1972; Hanley et al., 1966; Xue et al., 2002). Since readings of different words
were compared, this procedure introduced possible confounds. As an exception, Yamazawa and
Hollien (1992) tested two groups of female speakers—one speaking primarily Japanese and the
other speaking primarily American English—with all subjects reading out passages in both
Japanese and English. The authors found that the Japanese speakers exhibited higher FOs than
did the English speakers, though the differences between the two groups were more pronounced
for passages read out in the speakers’ native languages. The authors concluded that these FO
differences could be due to a number of factors, including ethnicity, culture, and the substantial
differences in the structural characteristics of the Japanese and English languages.

In the present study, the subjects in the two communities are considered to be homo-
geneous ethnically and culturally, and their dialects are quite similar. They also read out the
identical passage in Standard Mandarin so that no confound could have been introduced by
differences in the words that were spoken. Our present findings are therefore in accordance with
the hypothesis that the overall pitch level of a speaker’s voice is influenced by a mental repre-
sentation that is acquired through exposure to the speech of others. Assuming a relatively ho-
mogeneous linguistic community, such a representation would be particularly useful for tone
languages. Here individual words assume different lexical meanings depending on the tones in
which they are enunciated. For example, the first tone in Mandarin is high in pitch, and the word
“ma” when spoken in this tone means “mother.” In contrast the overall pitch level of the third
tone is low, and the word “ma” spoken in this tone means “horse.” An agreed-upon pitch level
(taking male and female speech separately) would therefore facilitate the identification of indi-
vidual tones and so the comprehension of individual words. Such a pitch representation would
also be useful for speakers of nontone languages, for example, in facilitating speaker identifi-
cation and evaluating the emotional tone of the speaker’s voice. However, it remains to be de-
termined whether effects similar to those found here occur in speakers of nontone languages
also.
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Abstract: This paper shows that corrections for fluid loading must be un-
dertaken to Earth-based calibrations for planetary probe sensors, which rely
on accurate and precise predictions of mechanical vibrations. These sensors
include acoustical instrumentation, and sensors for the mass change resulting
from species accumulation upon oscillating plates. Some published designs
are particularly susceptible (an example leading to around an octave error in
the frequency calibration for Venus is shown). Because such corrections have
not previously been raised, and would be almost impossible to incorporate
into drop tests of probes, this paper demonstrates the surprising results of
applying well-established formulations.
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1. Introduction

Only a handful of probes sent to other worlds have been eqyuipped with instrumentation for
recording extraterrestrial soundscapes.l Of those, only two® "’ have returned data, and in both
cases the passive acoustic data were dominated by wind noise, the pressure fluctuations caused
by flow over the microphone surface (although active acoustics worked very well on the Huy-
gens mission‘H). Greater chances of success in recording an alien soundscape require that
probe designers take full account of acoustical capabilities, which, though established on Earth,
require care in transposition to other worlds. Some solutions are so well-established that their
basis can be found in commercial products (for example, the use of windshields or multiple
microphones to distinguish acoustic signals from aerodynamic noise). In other cases, it is the
esoteric nature of the alien world itself, which will bring into play unexpected acoustical phe-
nomena. An example of the latter (fluid loading of structures) is explained in this paper, with
specific attention to the effect of other worlds on acoustical sensors. Fluid loading is a well-
established phenomenon, and this paper does not introduce new physics. Rather it undertakes
calculations using established formulas to demonstrate that fluid loading on some planets will
cause significant deviation in the performance of acoustical sensors of certain geometries, if
that performance is calibrated on Earth and not corrected for fluid loading.

It is well-known that whenever a solid structure vibrates in an atmosphere, the gas,
which is set into motion by the structural vibration, contributes to the inertia and damping
associated with that oscillation. This usually increases both compared to the in vacuo charac-
teristics of the vibrating component, but since Earth’s atmosphere is denser than that of Mars,
both are usually reduced when a structure is transposed from ground level on Earth to Mars.
Both are, however, increased when structures are transposed from ground level on Earth to
ground level in the denser atmospheres of Venus and Titan. From the viewpoint of the design of
acoustical sensors for planetary probes, the importance of this lies in the fact that (i) the char-
acteristics of a vibrating structure on Earth are sometimes taken to be intrinsic, which is to
confuse them with the in vacuo characteristics; (ii) inclusion of the effect of dense atmospheres
is commonplace in some areas of planetary probe design (such as parachutes or dirigibles, the
effect of turbulence, etc.), but the effect of fluid loading in changing the natural frequency and
damping of structures is less common; (iii) such effects will not be included in many Earth-
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based calibrations and tests, e.g., a drop test of a probe through Earth’s atmosphere; and (iv) the
effects are greatest on light, stiff structures, such as are common on planetary probes. These
issues are particularly germane for acoustical sources and sensors (e.g., anemometers, sensors
for atmospheric sound speed and dissipation, and microphones for probes and suits). This is
especially the case when the sensors are not in free space, but embedded within tubes, a feature
which has appeared in several designs for acoustical instrumentation for planetary probes.

There is a range of acoustical measurements which may be undertaken to determine
the properties of planetary atmospheres Currently there is considerable interest in acoustic
anemometry, and the measurement of atmospherrc dissipation, sound speed, and
soundscapes. 511 Since the earliest proposals, 12,13 many designs mount acoustic transmitters
and receivers in tubes or sample vessels in order to infer the propert1es of planetary gases
through acoustical measurements'* JOF acousto-optical methods'” or flow excitation of the natu-
ral frequency of a gas-filled vessel.® Encapsulating the gas in an enclosure for measurement has
many attractions: For example, it allows the gas temperature to be controlled, so that the sound
speed can, g1ven other constraints, be inverted to obtain the gas composition.® Perhaps the ear-
liest reference1 states the following: “The velocity of sound in a gas cis a functron of T [tem-
perature], M [molecular weight], and 7 [specific heat ratio], and is given by ¢>=yRT/M, where
R is the gas constant. This well-known relation has been used in the past in various techniques to
measure the temperature [ 7] of Earth’s atmosphere, where M and y were accurately known. It is
proposed to reverse this method and bring a volume of the atmosphere of Venus into a thermo-
statically controlled tube where the temperature is known accurately and to determine M/ y by
measuring the velocity of sound through the medium in the tube.” Many of those proposing
such acoustical instruments emphasize the need for the use of accurately preset frequencies and
amplitudes, and while such geometries would not incur significant fluid loading in low-density
atmospheres, they have been proposed for deployment on Venus or Jupiter, and the planets
beyond. For example, for a Venus probe Hanel and Strange wrote the following: “The wave
propagation in the unknown gas mixture is contained in a narrow channel that was cut in spiral
form in a solid aluminum disk as shown in [their] Fig. 3. A small sonic transducer at the center
of the disk generates a sound wave of constant amplitude, with a constant and precisely known
audio frequency. Two identical condenser microphones, separated by several wavelengths, form
part of the tube wall.” This design, established in the 1960s, is still in current proposals in
various forms, for example in the design of a probe to the Jovian planets (Jupiter, Saturn,
Uranus, and Neptune) * When sampling low-density fluids, radiation mass is not an issue, but
when sampling dense gases or liquids,'® then a range of acoustical phenomena, such as fluid
loading and the coupling between the fluid and the walls, can become important. In addition to
acoustical sensors, this can affect others that rely on mechanical vibration, for example, those
which respond with high sensitivity to changes in the inertia or stiffness assocrated with vibrat-
ing surfaces as, for example, species accumulate upon an oscillating plate

This paper calculates the inertial effect of fluid loading at ground level on Venus, Mars,
Titan, and at two locations in the atmosphere of Jupiter, on a range of structures, showing that
the above designs, which mount sensors in tubes, will incur significant fluid loading.

2. Method

It is well-known that the force that drives a structure to vibrate in a gas encounters a mechanical
impedance (Z,,+Z,), which differs from the in vacuo input mechanical impedance (Z,,) because
of the contribution of the radiation impedance (Z,=R,+;X,). The real component of Z, is well-
known as the radiation resistance, R,, a positive value of which indicates an additional power
dissipation by the source as a result of the presence of the fluid. The imaginary component of Z,.
is the radiation reactance, X, a positive value of which indicates increased mass loading caused
by the presence of the fluid. The inertia (m+m,) associated with the immersed oscillation differs
from the in vacuo value m by the “radiation mass” m,=X,/ w. If m,.> 0 then for an oscillator of
stiffness s the resonance frequency of the source is reduced from the in vacuo value f
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Fig. 1. (Color online) A schematic of the interior of Jupiter. The photographic elements of the image are credited to
NASA, ESA, and the Hubble Heritage Team (AURA/STScI). The diagram indicates the pressures, temperatures, and
composition of layers. The two points for which calculations are undertaken in the paper (close to the 1 bar level) are
indistinguishable from one another on this scale (Ref. 28).

=(1/2m)Vs/m to the fluid loaded value f,u,=(1/27)\s/(m+m,), a change in Af/fo=(fum
—fo)/fo=(\m/(m+m,)—1), which tends to —m,/2m if |m,| < |m|.

The effect of fluid loading on the natural frequencies of two versions of each of the
following objects will be estimated for extraterrestrial locations: (i) a hollow steel sphere of
outer radius a=10 cm ringing with spherical symmetry; (ii) a piston in a short pipe of length /,
which opens out to the atmosphere through a hole in a plate (the hole having the same radius d
as the pipe); and (iii) a length / of an infinite uniformly vibrating wire (of radius ). Assuming
acoustically rigid structures and in the long wavelength limit (ka << 1, kd <kl<<1,and kb <1 for
wavenumber k), the radiation impedances of all these structure are primarily imaginary, such
that the reactance dominates and the respective radiation masses equal: (1) m, gphere = dma’p, (ii)

M, pine ~ pmd*1+8pmd®/(3m), and (iii) m M, wire = P wb*1."¥ %" The same principle can be applied
to other geometriesﬁf23 and when the wavelength is not much larger than the structure (the
Huygens sound speed sensor used 1 MHz), although the expressions are more complicated.

Recognizing that conditions (e.g., temperature 7 and static pressure P) can vary at a
given altitude on a given world, the added mass depends primarily on the atmospheric density,
p. The following nominal values are used for p for the atmospheres of Earth (p=1.3 kg m™3),
Mars (p=0.02 kg m3, with 7=220 K, P=0.007 bar, and compositions of 95% CO,, 2.7%
N,, and 300 ppm H,0), Venus (p=65 kg m>, with 7=730 K, P=90 bar, and compositions of
3.5% N, and 96% CO,), and Tltan (p=5.5 kg m3, with 7=95 K, P=1.6 bar, and composi-
tions of 95% N, and 5% CH4) * These correspond to ground level averages since exploration
by a lander is not atypical for these worlds.

Other candidate planets will require atmospheric probes. The upper atmospheres of
Jupiter and Saturn are 90% hydrogen with ~10% helium and trace amounts of other com-
pounds. Uranus and Neptune, in comparison, contain less hydrogen and helium, and more oxy-
gen, carbon, nitrogen, and sulfur. Jupiter has a dense core of uncertain composition but probable
existence, 2 surrounded by a 40 000-km-thick layer of liquid metallic hydrogen and some he-
lium, which extends out to about 78% of the radius of the planet (Fig 1). At the top of this
layer of liquid metallic hydrogen the temperature is 10 000 K and the pressure is 200 GPa.
Droplets resembling rain of helium and neon pre01p1tate down through the metalhc hydrogen
layer, depleting the abundance of helium and neon in the upper atmosphere ¥ Above the metal-
lic hydrogen is a 21 000-km-thick layer of liquid hydrogen and gaseous hydrogen, with no sharp
boundary between the two, called the interior atmosphere. The clouds (primarily of crystalline
ammonia, ammonia hydrosulfide, and water) exist at the top of the atmosphere, in a layer that is
around 50 km thick, where the atmospheric pressure is 20-200 kPa.
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Fig. 2. The resulting natural frequency when added mass is included, for two hollow steel spheres with outer radii
a=10 cm and wall thicknesses of 1 cm (a “heavy sphere” containing 8.74 kg of steel) and 0.5 mm (a “light sphere”
of 0.48 kg steel). Ground-level atmospheres on Earth, Venus, Mars, and Titan, plus two locations on Jupiter, are used,
with immersion in water at Earth’s surface shown for comparison (a location that could be used for ground-truthing
predictions). Predictions are also shown for two short pipes, open to the atmosphere, containing pistons (the large
pipe has a length of 18 cm, diameter of 2 cm, and, at its base, contains a piston of mass 2 g; the short pipe has a
length of 10 cm, diameter of 1.5 cm, and at its base contains a piston of mass 0.5 g). Predictions are shown for two
wires, a heavy wire (10 kg/m, 1 mm radius) and a light wire (10~* kg/m, 0.25 mm radius). The inset shows the
geometry for the piston-driven pipe discussed in the text [which could represent a biomimetic sound source (e.g.,
vocal tract) or sensor (ear canal), or a component of a sampling device].

Calculations are made for two locations of possible interest for future probes to Jupi-
ter: (i) at an equatorial radius of 71 492 km from Jupiter’s center, where P=1 bar (105 Pa), p
=0.1 kgm™, and T~ 165 K;*’ and (i) the estimated maximum operational penetration deg)th
of some future very robust probe. Extrapolating from current terrestrial seismic sensors,”’ P
=0.9 GPa would set a limit beyond the capability of such a sensor, and provide a useful point
for comparison (see later). This pressure occurs 6.96 X 10’ m from Jupiter’s center, where T
~2000 K and p~50 kg m3.%!

3. Results

For comparative purposes, the artificial assumption is made that all the objects are tuned to
vibrate at ground level on Earth at 293.66 Hz (the pitch of the note D) which, because the fluid
loading on Earth differs across the range of objects tested, gives them different in vacuo fre-
quencies (Fig. 2). Figure 2 shows to what extent fluid loading, taken in isolation to other effects
(e.g., sound speed variations), changes the pitch for two versions of the different shapes (i)—(iii)
described in Sec. 2 (details are given in the caption).

The choice of the altitude on Jupiter where the static pressure equals 0.9 GPa can now
be seen in context, since although it represents an environment beyond the likely reach of near-
future probes, from Fig. 2 the fluid loading there is less than that which instruments of the same
geometry on Venus would experience. The effect is significant for some geometries: For ex-
ample, the natural frequency of the piston-driven pipe on Earth is around twice the value it
would have on Venus (a location to which acoustical sensors have already been sent2’3). The
effect is smaller on Mars and of the opposite sign.

The magnitude of the effect depends primarily on two key parameters. For each struc-
ture, the one with the smaller volume-averaged density is more affected by fluid loading. This is
because the first key parameter is the “buoyancy,” the ratio of the mass of the structure to the
mass of fluid it displaces when stationary [since the radiation mass is related to the latter, and
(m/m,) determines the value of Af/fy]. The second key parameter concerns the geometrical
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constraints, which determine how much of the atmosphere is set into motion when the oscilla-
tion occurs. Of the three structures, the wire causes primarily local fluid motion in a dipolelike
manner, whereas the sphere is assumed to act as a monopole source of atmospheric motion,
such the fluid velocity falls off to first order as an inverse square law from the fluid wall. The
pipe, however, entrains a body of air to move in a one-dimensional manner, the fluid velocity not
falling off with distance from the piston until outside of the pipe, giving it the greatest fluid
loading of the three.

4. Discussion

The above calculations illustrate the effect of fluid loading, which can affect both the inertia and
dissipation associated with the motion of a structure. It is important to stress that the fluid
loading has been treated in isolation to other effects, which can influence the frequency re-
sponses of structures, such as the effect of thermal expansion on stiffness. In the specific case of
sound sources, some sources are particularly affected by the atmospheric sound speed (such as
organ pipes). It is interesting to note that the pitch of an organ pipe will increase on Venus
compared to Earth, because the sound speed in the atmosphere there is greater than that on
Earth, but that the pitch of the human voice (were it to be made operable on Venus) will decrease
because there fluid loading, not the sound speed, is the dominant effect (see Ref. 32; the pipes
used above roughly model the human adult and child vocal tract, and the two wires correspond
to the dimensions and masses of heavy and light guitar strings).

Probe structures are lightweight where possible, so that (depending on the geometry)
fluid loading could have significant effects on Venus and the outer planets, and make Earth-
based calibrations incorrect. While the effect is smaller on other worlds, sensitive instrumenta-
tion based on monitoring of mechanical resonances' should account for the alien fluid loading
when transposing Earth-based calibrations. Given the constraints for conserving power yet ob-
taining good signal-to-noise ratios, active acoustic sensors are often narrowband. Where fluid
structure interaction is significant (for example, in coupling between fluid and container
walls® 3), the frequency characteristics and dissipation of the fluid in the sample tube will differ
from those found in the bulk atmosphere. Account must be taken of these effects when acoustic
sensors are used in the dense atmospheres of other worlds.

5. Conclusion

This paper has outlined how fluid loading can affect the dissipation and inertia associated with
the motion of a structure, and shown that, at least for Venus, the effects can be considerable,
depending on the geometry and density of the structure. Fluid loading calculations should be
undertaken for future acoustic systems on Venus and Titan.

Acknowledgments

I am greatly indebted to Chris Morfey for the stimulation he has provided on this topic and to
Andi Petculescu for assisting in finding the gas densities for the worlds studied in this report. I
am grateful to James Jiang and Kyungmin Baik for reading through the manuscript.

References and links

'T.G. Leighton and A. Petculescu, “Sounds in space: The potential uses for acoustics in the exploration of other
worlds,” Hydroacoustics 11, 225-238 (2008).

L. Ksanfomality, N. V. Goroschkova, and V. Khondryev, “Wind velocity near the surface of Venus from
acoustic measurements,” Cosmic Res. 21, 161-167 (1983).

L.V Ksanfomality, F. L. Scarf, and W. W. L. Taylor, in Venus, edited by D. M. Hunten, L. Colin, T. M.
Donahue, and V. I. Moroz (University of Arizona Press, Tucson, AZ, 1983), pp. 565-603.

M. Fulchignoni, F. Ferri, F. Angrilli, A. J. Ball, A. Bar-Nun, M. A. Barucci, C. Bettanini, G. Bianchini, W.
Borucki, G. Colombatti, M. Coradini, A. Coustenis, S. Debei, P. Falkner, G. Fanti, E. Flamini, V.
Gaborit, R. Grard, M. Hamelin, A. M. Harri, B. Hathi, 1. Jernej, M. R. Leese, A. Lehto, P. F. Lion Stoppato, J.
J. Lopez-Moreno, T. Mékinen, J. A. M. McDonnell, C. P. McKay, G. Molina-Cuberos, F. M. Neubauer,

V. Pirronello, R. Rodrigo, B. Saggin, K. Schwingenschuh, A. Seiff, F. Simdes, H. Svedhem, T. Tokano, M. C.
Towner, R. Trautner, P. Withers, and J. C. Zarnecki, “In situ measurements of the physical characteristics

of Titan’s environment,” Nature (London) 438, 785-791 (2005).

51.C. Zarnecki, M. R. Leese, B. Hathi, A. J. Ball, A. Hagermann, M. C. Towner, R. D. Lorenz, J. Anthony, M.

EL218 J. Acoust. Soc. Am. 125 (5), May 2009 T. G. Leighton: Fluid loading: Mars, Venus, Titan, and Jupiter



T. G. Leighton: JASA Express Letters [DOI: 10.1121/1.3104628] Published Online 17 April 2009

McDonnell, S. F. Green, M. R. Patel, T. J. Ringrose, P. D. Rosenberg, K. R. Atkinson, M. D. Paton, M.
Banaszkiewicz, B. C. Clark, F. Ferri, M. Fulchignoni, N. A. L. Ghafoor, G. Kargl, H. Svedhem, J. Delderfield,
M. Grande, D. J. Parker, P. G. Challenor, and J. E. Geake, “A soft solid surface on Titan as revealed by

the Huygens Surface Science Package,” Nature (London) 438, 792—795 (2005).

°A. Hagermann, P. D. Rosenberg, M. C. Towner, J. R. C. Garry, H. Svedhem, M. R. Leese, B. Hathi, R. D.
Lorenz, and J. C. Zarnecki, “Speed of sound measurements and the methane abundance in Titan’s
atmosphere,” Icarus 189, 538543 (2007).

"M. C. Towner, J. R. C. Garry, R. D. Lorenz, A. Hagermann, B. Hathi, H. Svedhem, B. C. Clark, M. R. Leese,
and J. C. Zarnecki, “Physical properties of the Huygens landing site from the surface science package
acoustic properties sensor (API S),” Icarus 185, 457-465 (2006).

SR. D. Lorenz, “Speed of sound in outer planet atmospheres,” Planet. Space Sci. 47, 67-77 (1999).

°H. E. Bass and J. P. Chambers, “Absorption of sound in the Martian atmosphere,” J. Acoust. Soc. Am. 109,
3069-3071 (2001).

H. U. Eichelberger, K. Schwingenschuh, G. Prattes, B. Besser, O. Aydogar, 1. Jernej, H. I. M. Lichtenegger, R.
Hofe, P. Falkner, and T. Tokano, “Acoustics of planetary atmospheres with active multi-microphone
techniques, probing Titan,” Geophys. Res. Abstr. 10, EGU2008-A-09049 (2008).

11J.-P. Williams, “Acoustic environment of the Martian surface,” J. Geophys. Res. 106, 5033-5041 (2001).

"’R. A. Hanel, “Exploration of the atmosphere of Venus by a simple capsule,” NASA Technical Note TN D-1909,
1964.

R. A. Hanel and M. G. Strange, “Acoustic experiment to determine the composition of an unknown planetary
atmosphere,” J. Acoust. Soc. Am. 40, 896-905 (1966).

D, Banfield, P. Gierasch, and R. Dissly, “Planetary descent probes: Polarization nephelometer and hydrogen
ortho/para instruments,” Proceedings of IEEE Aerospace Conference (2005), pp. 691-697.

*H. 0. Edwards and J. P. Dakin, “Gas sensors using sensors and actuators, correlation spectroscopy compatible
with fibre-optic operation,” Sens. Actuators B 11, 9-19 (1993).

ey, Powell, J. Powell, G. Maise and J. Paniagua, “NEMO: A mission to search for and return to Earth possible
life forms on Europa,” Acta Astronaut. 57, 579-593 (2005).

'7A. P. Zent, R. C. Quinn, and M. Madou, “A thermo-acoustic gas sensor array for photochemically critical
species in the Martian atmosphere,” Planet. Space Sci. 46, 795-803 (1998).

18, E. Kinsler and A. R. Frey, Fundamentals of Acoustics, 2nd ed. (Wiley, New York, 1962).

g J. Fahy, Sound and Structural Vibration: Radiation, Transmission and Response (Academic, London, UK,
1985), pp. 118-125.

2D, T. Blackstock, Fundamentals of Physical Acoustics (Wiley, New York, 2000), pp. 144—-163.

M. G. Junger and D. Feit, Sound, Structures and Their Interaction, 2nd ed. (MIT, Cambridge, MA, 1993).

23 V. Sorokin and S. G. Kadyrov, “Modelling of nonlinear oscillations of elastic structures in heavy fluid loading
conditions,” J. Sound Vib. 222, 425-451 (1999).

BA. Chaigne and C. Lambourg, “Time-domain simulation of damped impacted plates. I. Theory and
experiments,” J. Acoust. Soc. Am. 109, 1422-1432 (2001).

A Petculescu and R. M. Lueptow, “Fine-tuning molecular acoustic models: sensitivity of the predicted
attenuation to the Lennard-Jones parameters,” J. Acoust. Soc. Am. 117, 175-184 (2005).

BT, Guillot, D. J. Stevenson, W. B. Hubbard, and D. Saumon, in Jupiter: The Planet, Satellites and
Magnetosphere, edited by F. Bagenal, T. E. Dowling, and W. B. McKinnon (Cambridge University Press,
Cambridge, 2004), Chap. 3.

2T, Guillot, “The interiors of giant planets: Models and outstanding questions,” Annu. Rev. Earth Planet Sci. 33,
493-530 (2005).

L. T. Elkins-Tanton, Jupiter and Saturn (Chelsea, New York, 2006).

By, Fortney, “The structure of Jupiter, Saturn, and Exoplanets: Key questions for high-pressure experiments,”
Astrophys. Space Sci. 307, 279-283 (2007).

A, Seiff, D. B. Kirk, T. C. D. Knight, L. A. Young, F. S. Milos, E. Venkatapathy, J. D. Mihalov, R. C.
Blanchard, R. E. Young, and G. Schubert, “Thermal structure of Jupiter’s upper atmosphere derived from the
Galileo probe,” Science 276, 102—104 (1997).

3%W. Bosum and J. H. Scott, “Interpretation of magnetic logs in Basalt, hole 418A.” Proceedings of the Ocean
Drilling Programme, Scientific Results (1988), Vol. 102, pp. 77-94.

*'W. B. Hubbard, “Thermal models of Jupiter and Saturn,” Astrophys. J. 155, 333-344 (1969).

2T.G. Leighton and A. Petculescu, “The sound of music and voices in space,” Acoust. Today (in press).

V. A. Del Grosso, “Analysis of multimode acoustic propagation in liquid cylinders with realistic boundary
conditions—Application to sound speed and absorption measurements,” Acustica 24, 299-311 (1971).

J. Acoust. Soc. Am. 125 (5), May 2009 T. G. Leighton: Fluid loading: Mars, Venus, Titan, and Jupiter EL219



LETTERS TO THE EDITOR

This Letters section is for publishing (a) brief acoustical research or applied acoustical reports, (b)
comments on articles or letters previously published in this Journal, and (c) a reply by the article author
to criticism by the Letter author in (b). Extensive reports should be submitted as articles, not in a letter
series. Letters are peer-reviewed on the same basis as articles, but usually require less review time
before acceptance. Letters cannot exceed four printed pages (approximately 3000-4000 words) in-
cluding figures, tables, references, and a required abstract of about 100 words.

Radiation force calculation for oblique ultrasonic beams (L)

K. Beissner

Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany
(Received 21 January 2009; revised 12 February 2009; accepted 20 February 2009)

The acoustic radiation force exerted on a perfect absorber in a lossless fluid has recently been
calculated for the case of a rectangular transducer emitting a static (i.e., “frozen”) ultrasonic field in
the forward direction. The calculation is extended here, at least approximately, to the case of an
oblique beam. This is important for measuring the ultrasonic power of scanning diagnostic
devices. © 2009 Acoustical Society of America. [DOI: 10.1121/1.3097839]

PACS number(s): 43.25.Qp, 43.80.Vj [CCC]

I. INTRODUCTION

The acoustic radiation force exerted on a large perfect
absorber in a lossless fluid has recently been calculated' for
the case of a rectangular transducer emitting a static (i.e.,
arrested or “frozen”) ultrasonic field in the forward direction.
The result is important for measuring the ultrasonic power
emitted by medical ultrasonic devices. IEC 61161 (Ref. 2)
recommends the radiation force balance technique and the
use of water as the sound-propagating medium. The relation
between F, the component of the radiation force in the direc-
tion of the force-measuring device, and the time-averaged
ultrasonic power P is to be provided by theory. This relation
is

P=cF or cFIP=1 (1)
for a plane-progressive wave that is collinear with the force-
measuring device; ¢ is the speed of sound in the sound-
propagating fluid (water). Deviations from Eq. (1) due to
diffraction and focusing have been calculated in Ref. 1. This
will be briefly extended here to angular beam scanning.

Diagnostic ultrasound devices are widely used all over
the world. They are usually equipped with rectangular linear-
array transducers, whose beam is automatically scanned over
the region of interest in order to obtain as much information
as possible. So far there has not been a generally accepted
standard as to specifying how the emitted power can be mea-
sured directly in the scanning mode. At present there is an
effort in IEC TC 87 “Ultrasonics” to accomplish this task.
The present paper is intended to briefly provide the theoret-
ical background.

The radiation force exerted by an oblique beam has been
investigated in literature.>* Reference 3 deals with a reflect-
ing target; the corresponding absorber result is not mentioned
explicitly but can be inferred by additional reasoning. Refer-
ence 4 deals with the reflector and the absorber case. The
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treatments in both references are restricted to plane waves
that exhibit only one uniform direction of the energy and
momentum transport. Real ultrasonic fields, however, have a
three-dimensional structure due to diffraction and/or focus-
ing (this applies particularly to the fields from diagnostic
devices), and the present paper briefly investigates the result
of the integration over the various directions in the case of an
oblique beam. Reflecting targets are not dealt with here, as
already explained in Ref. 1.

The same terminology as in Ref. 1 will be used. A plane-
rectangular transducer with dimensions of 2a and 25 in the x
and y directions, respectively, is assumed. The origin of the
x-y-z coordinate system is at the transducer center. A hemi-
spherical absorber (with an inner radius of r) in the geomet-
ric far-field range is considered (see Fig. 1 in Ref. 1). If
I(r, 6, ¢) is the radial component of the time-averaged inten-
sity in spherical coordinates, the ultrasonic power is given by
the surface integral of the far-field intensity over the absorber
front face, i.e., by

P=ffr21(r, 0, ¢)sin 0dOd . (2)

The radiation force F is obtained as the surface integral of
the intensity divided by ¢, but now weighted with cos 7, i.e.,
as

CF:ffrzl(r, 0, ¢)sin 6 cos TdOde, (3)

where 7 is the angle between the local direction of incidence
and the direction of the force-measuring device. If, as in Ref.
1, the direction of the force-measuring device is assumed to
coincide with the z axis, 71is simply given by 7=§6. The final
result is the characteristic ratio cF/ P.

It should be noted that the particular target configuration
is chosen here for calculational purposes, and it is different
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FIG. 1. Schematic section through the arrangement considered with ultra-
sonic transducer (left), absorbing target (hatched), old coordinates x and z
(case A), and new coordinates X and Z (case B). Note that this is the azimuth
plane (¢=¢’=0) and that in this special case, the relation between the angle
values is 7=0=6'—, whereas in general these angles do not lie in one
plane and the relation is as in Eq. (4).

from those used in practice. The result, however, is the same,
as discussed to some extent in Ref. 1, along with a number of
theoretical assumptions involved.

Il. OBLIQUE BEAM

The treatment so far is independent of the beam direc-
tion. In Ref. 1 it was assumed that the beam axis coincides
with the z axis. This will be referred to here as case A and the
intensity in Egs. (2) and (3) as I,. We now consider case B
where the beam again is arrested, but the beam axis is tilted
from the z axis by an angle ¢ toward the negative x axis.
This can be treated within the algorithm of Ref. 1 by includ-
ing an additional phase function in the expression for v,
which is the normal velocity of the transducer surface.

However, it is not intended to repeat the entire algorithm
here. A simpler procedure is chosen as follows. A new coor-
dinate system X-Y-Z is considered (see Fig. 1 of the present
paper). The Y axis is the same as the previous y axis. The Z
axis coincides with the new beam axis; i.e., it is tilted from
the z axis by an angle ¢/ toward the negative x axis. And the
X axis is tilted accordingly. Spherical coordinates in the new
system are R, ', and ¢', with R=r. The radial far-field in-
tensity is now Ig(r, 6", ¢’).

The formula for the power Py is the same as in Eq. (2);
only [ is replaced with I, 6 is replaced with €', and ¢ is
replaced with ¢’. The radiation force Fy is now different as
the direction of the force-measuring device (in the z direc-
tion) does not coincide with the Z axis but is tilted from the
Z axis by an angle ¢ toward the positive X axis. Three sym-
bols have to be replaced in Eq. (3) as before. The angle 7 is
no longer equal to #" but can be found from simple geomet-
ric relations to follow

2828 J. Acoust. Soc. Am., Vol. 125, No. 5, May 2009

cos T7=sin ' cos ¢’ sin ¢+ cos 6’ cos . (4)

When this is inserted into an equation like Eq. (3) but with
variables 6’ and ¢’, the integral is the sum of two integrals.
We shall initially consider the first one. The integration with
respect to ¢’ runs from O to 27 or from —7r to 7. The inte-
grand (regarding ¢’) is a function I3(r,6",¢")cos ¢'. We
assume that the far-field intensity Ig(r, 6’ ,¢’) is symmetric
with respect to the Y-Z plane. In this case the first integral
vanishes for symmetry reasons. The remaining integral is
then

cFg=cos i f f rIg(r,0',¢")sin 0’ cos 0'd0'de’. (5)

We assume that irrespective of the propagation direction, the
ultrasonic beam in itself is identical in case A and case B,
which means that Iz(r, 6" ,¢") is equal to I5(r,0,¢). The
final result is then

Pg=P, and Fy=F,cos . (6)

The integration limits need some additional consideration. In
Ref. 1 and in case A above, the 6-¢ integration was over the
entire positive half-space, i.e., for  from 0 to 7/2. Applying
this also to the #'-¢’ integration in case B (i.e., ' from 0 to
7/2) would require that the (hemispherical) target be tilted
with the beam. Tilting the target together with the scanning
beam, however, is almost impossible in practice; therefore
the following additional condition should apply. The field
distribution in the x-z plane or the X-Z plane, i.e., in the scan
or azimuth plane (see Fig. 1), should be characterized by a
limiting angle value 6y, (or 6';;,) so that the far-field inten-
sity is only relevant inside * 6;;,, with respect to the beam
axis and can be neglected outside =* 6;,,. And this 6};,, should
be equal to or less than 7/2—|.

The above-mentioned theoretical condition corresponds
to the practical aspect that the relevant part of the field in its
lateral extent should be limited so that it is entirely inter-
cepted by the target used, even under conditions of an in-
clined beam. This and other practical aspects, however, are
not discussed in detail here.

Summarizing Ref. 1 and the present paper, it can be
stated that the radiation force formula for an absorbing target
is influenced by three effects, namely, diffraction, focusing,
and scanning. Each of them leads to a decrease in the ratio
cF/P from the plane-wave value of 1. The scanning effect
can simply be taken into account by a factor of 1/cos ¢ to be
applied to the measured radiation force Fy. Applying this
factor, however, does not in general lead directly to the ul-
trasonic power but to a radiation force F', that has still to be
corrected for the two other effects, namely, diffraction and/or
focusing.1

lll. SCANNING

So far, only one forward beam (case A) and one oblique
beam (case B) have been considered and compared. In prac-
tice, scanning means that the system produces a number of
beams, say, n beams under 7 tilt angles ;. Let us assume (a)
that all beams and their power outputs are equal, irrespective
of their direction, (b) that each beam is activated for the same
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time interval before the system switches to the next beam,
and (c) that this time interval is much smaller than the reac-
tion time of the radiation force balance so that the balance
measures the temporal average radiation force F. If F is the
radiation force produced by the same beam if arrested and
emitting all the time in the forward direction (/=0), then

1 -
F=F,—2, cos ;= F 4 cos i, (7)
=1
with
1 n
cos = - cos . (8)
US|

Finally, the case is dealt with that the scan is over a large
number of equidistant ¢ values so that it can be considered a
quasi-continuous scan from ¢1 to ¢,. Then

cos = cos ydi d(/f:(sin = sin )/ (4, = ).

)

If the scan is in a symmetric way from ;=—iy to =i,
then

cos = sin /¢y = sinc oy, (10)

using the sinc function that has already been explained in
Ref. 1. Values of ¢ appearing in the denominator of Eq. (9)
or Eq. (10) are to be understood in radians.

Applying the factor 1/cos ¢ either in accordance with
Eq. (8) or with Eq. (9) or Eq. (10), the measured radiation
force F can thus be transferred into an equivalent radiation
force F (of a forward beam), and this can be transferred into
an equivalent ultrasonic power, not simply using the plane-
wave relation (1) but taking into account the influences of
diffraction and/or focusing as described in Ref. 1. This final
power value is then the desired result.

IV. CONCLUDING REMARKS

If the scan is in the y direction, some formal details may
be different from the above considerations, but the final re-
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sult is equivalent to Eq. (6). Moreover, the above treatment is
not restricted to rectangular transducers but, in principle, ap-
plies to transducers of any shape.

The result expressed by Eq. (6) turns out to be equiva-
lent to the plane-wave result in Refs. 3 and 4. The meaning,
however, is different. Whereas the field in Refs. 3 and 4 is
characterized by just one direction of incidence, namely, that
of a plane wave, ¢ here characterizes the direction of the
beam axis, quasi the “average” of a number of various direc-
tions of incidence. It could have been assumed that taking
the average is sufficient and that all the other directions of
incidence due to diffraction and/or focusing are included in
the average effect. But this is not the case. Equation (5)
shows that the spread of incidence directions due to diffrac-
tion and/or focusing has to be taken into account in addition
to the inclination effect that is represented by the factor
cos .
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Sound absorption by Menger sponge fractal (L)
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For the purpose of investigation on acoustic properties of fractals, the sound absorption coefficients
are experimentally measured by using the Menger sponge which is one of typical three-dimensional
fractals. From the two-microphone measurement, the frequency range of effectively absorbing
sound waves is shown to broaden with degree of fractality, which comes from the fractal property
of the homothetic character. It is shown that experimental features are qualitatively explained by an
electrical equivalent circuit model for the Menger sponge.

© 2009 Acoustical Society of America. [DOI: 10.1121/1.3095807]

PACS number(s): 43.55.Ev, 43.20.Bi, 43.55.Rg, 43.20.Mv [LLT]

It is well-known that the fractal geometry provides a
precise model of complicated structures in nature.' For
acoustics, with the aim of investigating the acoustic proper-
ties of strongly irregular systems, there are numerical and
theoretical studies on the sound propagation in the prefractal
waveguide,2 the sound vibration in fractal drum, and fractal
cavities.’

For electromagnetics, it has recently reported that the
electromagnetic waves can be confined by a three-
dimensional fractal called the Menger sponge.4 The localiza-
tion of electromagnetic waves is clearly observed in the
Menger sponge that is constructed up to stage 3 of the self-
similar structure. Furthermore, the attenuation of the wave is
also observed both for reflection and transmission intensity.

The purpose of this paper is to experimentally study the
acoustic properties of this Menger sponge. From the mea-
surement of frequency response such as the sound absorption
coefficient, we show that the frequency range corresponding
to the absorption peaks becomes broader owing to the fractal
structure of the Menger sponge. We also estimate the reso-
nance frequencies by analytically using an equivalent elec-
trical circuit model for the Menger sponge.

The Menger sponge is a three-dimensional extension of
the Cantor bar and Sierpinski carpet fractals.' Figure 1(a)
shows the Menger sponge of stage 1 which is made by first
dividing into 27(=3 X 3 X 3) identical cubic pieces, and then
by extracting 7(=1+6) pieces at the body (1) and face cen-
ters (6). Similarly, the Menger sponge of stage 2 is obtained
by repeating the same extraction process for the 20 remain-
ing pieces, as shown in Fig. 1(b). The fractal dimension Dy is
defined by Dy=log n/log r based on the relation n=r>s,
where n is the number of the self-similar units newly created
when the size of the initial unit decreases to 1/r.' The
Menger sponge is characterized by n=20 and r=3 so that

YElectronic mail: kawabe @design.kyushu-u.ac.jp

Ypresent address: FOR-A Company Limited, RD Center, 2-3-3 Osaku,
Chiba 285-8580, Japan.

9Present address: Takenaka R&D Institute, 1-5-1 Otsuka, Inzai, Chiba 270-
1395, Japan.
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Dy=log 20/log 3=2.7268:--. For the present investigation,
we made the Menger sponge from an acrylic material cube.
The initiator in the construction is a cube with a length [
=90 mm so that the outer dimension of the Menger sponge
is 90X 90 X 90 mm?. We constructed the Menger sponges of
stages 1 and 2 by gluing acrylic cubes (10X 10X 10 mm?),
as shown in Figs. 1(c) and 1(d), respectively.

We measured a perpendicular sound absorption coeffi-
cient a of the Menger sponge by using the two-microphone
method,” as shown schematically in Fig. 2. In this method,
the sample to be measured is placed at D mm away from the
one end of a straight tube. A sound source is connected at the
opposite end of the tube. A pair of microphones is mounted
flush with the inner wall of the tube near the sample end of
the tube. The « value can be determined from the complex
pressure reflection coefficient R at microphone location 1 as
follows:

le_e—jks‘ 2

Jks
[ H12

(1)

a:1—|R|2:1—‘

Here, H;, is a transfer function between acoustic pressures at
two microphones with a distance of s, j= \"Tl, and k
=2mf/c is the wave number, where f and c are the frequency
and the speed of sound, respectively.

The « values of the Menger sponge for stages 1 and 2
were measured in the frequency range [85, 1500] Hz for the
three cases of D (0, 30, 60 mm) in Fig. 2. From the measure-
ment done at 24.5 °C, we have found the feature that stage 2
exhibits a broader resonance but a smaller absorption than
stage 1. Furthermore, we have found that this feature quali-
tatively remains for three values of D. Thus, we present and
analyze only the case of D=0 in the present paper. Figure 3
shows the dependence of « on f, from which the resonance
frequency is fy=627 Hz for stage 1, and f;=691 Hz for
stage 2.

In order to see whether these resonance values are ana-
Iytically derived from the Menger sponge or not, we try to
estimate them by using an electrical equivalent circuit for the
Menger sponge. As the electrical equivalent circuit suitable
for the Menger sponge, we adopt a lossy cylindrical tube

© 2009 Acoustical Society of America
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FIG. 1. Illustration of the Menger sponge of (a) stage 1 and (b) stage 2, and
the model of the Menger sponge made by acrylic material: (c) stage 1 and
(d) stage 2.

model,6 as shown in Fig. 4(a). In this model, the sound is
assumed to propagate in the non-uniform tube composed of
N lossy tubes with length /; (i=1,2,...,N). The energy
losses are assumed to occur at the wall through viscous fric-
tion, which is almost the same as the assumption used in Ref.
3 that the walls present a small but finite specific admittance.
As shown in Fig. 4(b), the characteristics of its propagation
are described by an elementary electric circuit with a resis-
tance R;, an inductance L;, a capacitance C;, and a shunt
conductance G;, which are the quantities per unit length. For
a piece of line /; in length, the relation between the sending-
end voltage E; and current /; and the receiving-end E;,; and
I;,; is given by the transfer matrices as follows:

E E
Il IN+1
cosh yil;

( Zy(i)sinh %li) (ENH)
- i1 \Yo(i)sinh yl; '

cosh y,l; Ing

2)

where the characteristic impedance Zy(i)= \'% the admit-
tance Y,(i)= \s’%, and y;= \s“'ziyi are functions of the angular
frequency w=2mf through z;=R;+jwL; and y;=G;+jwC;.
Here we have used the transfer matrix of a one-dimensional
acoustical system2 because the sound absorption was mea-
sured by using plane waves in tubes which the Menger
sponge consists of.

Microphone

. 90mm
: D
= T ‘
S I D
mEN [ 100 mm
Acrylic plate } }
|| -
Loud speaker Acoustic tube Sample

FIG. 2. Schematic illustration of the two-microphone measurement system
for observing the sound absorption property of the Menger sponge. The
acrylic plate is to fill a gap between the waveguide and the Menger sponge.
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FIG. 3. Perpendicular sound absorption coefficient « for stages 1 and 2,
which are measured in the frequency range [85, 1500] Hz.

The sound pressure P; is analogous to the voltage E; and
the volume velocity Uj is to the current /; in an electrical line,
and the correspondence between electric elements and acous-
tic elements are as follows:

L= p CA_A,'(N) _ Si(N) |wpu
AN T T T AW N 2
n-1 Kw
Gi=S(N~——7\57 (3)
pc 2¢,p

where A,;(N) is the tube area, S;(N) the tube circumference, p
the air density, u the viscosity coefficient, x the coefficient
of heat conduction, 7 the adiabatic constant, and ¢, the spe-
cific heat of air at constant pressure. For the Menger sponge
of stage 1 (N=3), the three lossy cylindrical tubes have the

. _l |—
Inpljt—»i — — —>  output

PiLUn P2, U2y P3 Usi Ps, Uny

P [ ——

I L b

(a)

I

input —:—» Li/2

4

L1 L1 I
Ri2—> L2 R/2—t>Ly2 Ry2—> output

E

G Ex Ca G2 Es Cs

i 0
(b) 1 L/2 Ri/2 1 L2 RJ/2 1 Ly/2 R2

Ai(3) A2(3) A3(3)

(©)

i=1 i =2 i=3

FIG. 4. Model for the Menger sponge of stage 1 (N=3): (a) the lossy
cylindrical tube model, (b) the electrical equivalent circuit, and (c) three
cross sections A;(N) (i=1,2,3). All notations used here are explained in the
text.
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FIG. 5. Absorption coefficient «,,; for stages 1 and 2, which are calculated
from Eq. (4) with Egs. (2) and (3).

cross section A,(N)=n;(N)[;=n;(N)[*/N* and the circumfer-
ence S;(N)=m,(N)l;=m;(N)I/N, as shown in Fig. 4(c), where
n,(3)=n3=1, ny(3)=35, and m;(3)=ms=4, m,(3)=12. Simi-
larly, the Menger sponge of stage 2 (N=9) is modeled by the
nine lossy cylindrical tubes with different 7,(9) and m,(9) as
n,(9)=n3=n;=ny=17, n,(9)=n4=ne=ng=49, ns(9)=65, and
m(9)=my=m;=mg=44, my(9)=mg=84, m,(9)=mz=52,
ms(9)=68.

For the calculation of the absorption coefficient, we use
the acoustic impedance Z=[*>P,/U,=I?E,/1, at input section
of the tube with area />. From the reflection coefficient R
=(Z-pc)/(Z+pc), the absorption coefficient a,,,=1-|R|? is
given by

lel - pCIl 2

4
l2E1+pC11 ( )

Aql = 1=

In the present experiment, the end of the waveguide behind
the Menger sponge is closed, as shown in Fig. 2. This con-
dition is satisfied by imposing a zero volume velocity
(Un,1=0) at output section so that we put the output current
Iy.1=0 as a boundary condition in Eq. (2).

Figure 5 shows the results of «,, for stages 1 and 2.
Although the peak values of «,,; are smaller than those of «
in Fig. 3, Fig. 5 qualitatively agrees with the experimental
feature. From Fig. 5, the resonance frequency is f
=703 Hz for stage 1, and f,=827 Hz for stage 2. By taking
the open end correction into consideration, we can obtain the
improved values as f,=609 Hz and f;=658 Hz for stages 1
and 2, respectively, so that the difference between the
theoretical values and the measured ones is sizably reduced.
Here, we have used the parameters for air at 24.5 °C in
Eq. (3) as follows: p=1.171 kg/m3, ¢=346.40 m/s, u
=18.4X107® Pas, «=0.0259 W/(mK), =14, and cp
=1.0083 J/(kg K).

In conclusion, we have experimentally studied the prop-
erty of the sound absorption by the Menger sponge with the
two-microphone method in order to investigate the acoustic
characteristics of fractal objects. Then we have shown that
the experimental features of « can be approximately ex-
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plained by the lossy cylindrical tube model, in spite of the
simple model. From these experimental studies and analyti-
cal ones, we will deduce the conclusion that the Menger
sponge can absorb the sounds in broad band of frequency
due to the self-similarity of fractals and the hierarchical
scales of length. This conclusion is consistent with the exis-
tence of the forbidden frequencies in a one-dimensional Can-
tor waveguide with self—similalrity2 and a wave trapping phe-
nomenon which means a strong localization introducing
stop-band in such structure.”

Let us briefly comment on our results. First, we would
like to show that the resonance curve of Fig. 5 is approxi-
mated by the Lorentzian® whose analytic expression is help-
ful to understand the role of the electric elements in Eq. (3).
Under the approximations that cosh y;/;=1 and sinh y;/;
~y,l; and the small loss conditions that R;<wL; and G;
< wC;, the components Ty; and T,; of the transfer matrix 7,
which are necessary to estimate E;=T,,E, and I,=T,E,, are
given by Ty;=1+P,0,+P0,+P,Q; and Ty =20,+0;P,
+0,~20,+0,, where P;=Zy(i)yil;=(R;+jwL)l; and Q;
=Y,()vl;=(G;+jwC))l;. In the derivation, we neglect all
higher terms with O(53). As P,Q~-L,Cio*lili+j(L,G,
+R,Cy)wll,, the real part of the denominator in Eq. (4) is
written by  RT,,+(pc/[)RT, =RT,;=1-(L,C,+L,C,
+L,C))Bw’=1-w?/ ). Note that KT, ~-2(w—-wy)/ w, at
o= wy. Thus, by putting %T11|w=w0=0 in the numerator of
Eq. (4), the absorption coefficient «,, can be approximated
by the Lorentzian as follows:

aMF2

(- wp)?+T%

where  ay=(w3/T?)(pc/ P) (T 1] 4min) (ITa1 [ 0me,) and T
=(w0/2)(3T 1 gmw, + (Pc/ P)IT | mp)).  For stage 1, we
have JT”|w:w0=(L,G,+L,Gz+L2G1+C,R1+C1R2+C2R,)
X woli and IT,, |wmw, = (2C1+Co)wly. From Eq. (5), we can
understand how the resonance curve depends on the quanti-
ties as L;, C;, R;, and G;. It should be noticed that w, is
determined by the summation of the products L,C;, as wy
=(I})""(L,C,+L,Cy+L,C;)""2, which is regarded as a gen-
eralization of the resonance frequency (LC)~"? in the ordi-
nary LCR circuit.

Second, we would like to analytically estimate the
resonance frequencies. For stage 1 with /,=1/3=0.03, we
obtain f,=738 Hz. On the other hand, for stage 2 with
11=1,/3=0.01, we obtain f)=778 Hz from

(5)

acal(w) =

wy=(1])"(6L|C} +8L|Cy+2L|C{+8L)C} + 6L;C)
+2L5CL+2LLC) +2L5C) ™1,

where L] and C; denote the quantities (3) for N=9. In this
derivation, we neglect all higher terms with 0(113). As
known from the analytic expressions of the resonance fre-
quencies, f;, simply becomes 3f, due to /{=/,/3, but is con-
siderably reduced by the sum of products L;C;. This sum
will reflect physically the interaction among acoustic waves
in many smaller cavities that appeared at stage 2. Thus, we
see that the w( value reflects the fractal structure at higher
stage. Alternatively, as the shortest parts of stage 2 are much
smaller than those of stage 1, the fact that wj> w, might
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imply that the fractal at higher stage inclines to resonate with
the acoustic wave with shorter wavelength. This result will
support the claim that the localization of modes contributes
to increase the acoustical losses in the fractal cavity.3

Third, we would like to comment on the experimental
result that the second generation exhibits a broader resonance
but a smaller absorption. This broadening is characterized
by the quality factor Q=w,/2I'. From Q=1/(JT, |w=w0
+(pc/ P)3Ty | =y,)s We obtain Q=38 for stage 1. On the
other hand, for stage 2, we obtain Q’=2.1 from

3T\ gmwy = (OL{G] +4L{G) + 4L{Gy + 2L G5 + 8Ly G|
+3L)Gy+3L,G, +2L)G5 + 2LiGy + LiG)
+LiG,+6C{R; +4C|R; +4C|R} + 2CR;
+8CyR| +3C3R; +3CiRy + 2C5R: + 2C5R)
+ CLR} + CLR) w)l}’

and J7,, |w=w6=(4C{+4C£+C§)w(')l;. An interesting point
here is that the broadening that Q' <Q stems from a rapid
increase in the coupling terms as L/ G, and C;R, describing
the effect on the loss at stage 2. From the same reason, we
can explain the result that o), < @),. Alternatively, this result
might be simply explained from the inner structure of frac-
tals as follows: As a cavity in the fractal is physically equiva-
lent to a hollow, the number of hollows in the fractal in-
creases with degree of the fractal stage. Thus, it will be
reasonable that the acoustic wave easily passes through the
Menger sponge of stage 2 so that a;, < ay,.

Finally, we would like to comment on the origin of
peaks in the absorption curves. Intuitively, from Fig. 3, these
peaks are expected to relate to the fourth wavelength in the
lowest mode of the acoustic wave resonated in the Menger
sponge cavity because these peaks are the first ones that ap-
pear as the frequencies increase from below. Figure 6 shows
the profiles of the sound pressure P calculated from Eq. (2)
at f,=703 Hz (stage 1) and at f)=827 Hz (stage 2). Since
P,=P(0) is zero and Py,,;=P(0.09) becomes maximum, we
see that the peaks of a originate from the lowest mode of the
acoustic wave.

Our experimental study of the Menger sponge is done
only up to stages 1 and 2 so that the results will be insuffi-
cient to fully clarify the role of the fractal object for acoustic
waves. Since it is hard to study the acoustic property of the
Menger sponge with higher stages from the model experi-
ment, it will be necessary to improve the analytical calcula-
tion by using a more elaborated model such as the multiple-
tube model based on the Webster e:quation.6 From the present
experimental results, although they are still preliminary, the
fractal structure is expected to serve as a sound absorbing

J. Acoust. Soc. Am., Vol. 125, No. 5, May 2009

m— stage |

Sound Presure P(x)

0 | | | | | | | |

0 0.03 0.06 0.09

FIG. 6. Sound pressure P(x) at f,=703 Hz for stage 1 and at f;=827 Hz
for stage 2. The distance x is measured from the aperture of the cavity.

material workable for broad band of frequency because of its
self-similar scaling property. Here it will be worth pointing
out that a multiple noise filtering is imagined as one of pos-
sible applications of localized modes found from the inves-
tigation of Cantor-like waveguides.7 Thus, the exploration of
the interaction between sound waves and fractal objects must
be important for designing a room acoustics, acoustic
waveguides, and anechoic chambers.
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The feasibility of monitoring changes in guided waves’ characteristics in a fractured long bone as
modeled by a hollow cylinder and a callus at different healing stages is studied. Various guided wave
modes are detected and extracted from a broadband signal at several discrete locations. The
energy-spectrum and vggp (effective velocity of the first energy peak in callus region) of guided
modes are found sensitive to the healing process in different aspects and stages. The healing process
may be divided into several sub-courses, each of which can be evaluated by different combinations
of guided wave modes. The energy-spectrum indicates that the longitudinal tube modes L(0,1) and
L(0,2) are suitable for early healing; L(0,1), L(0,2), L(0,3), and L(0,5) for midway-course; and
L(0,1) and L(0,3) for late consolidation, while L(0,2), L(0,5), and L(0,8) are suitable for detecting
the change in callus geometrics. The vggp results suggest that L(0,5) for monitoring early-course;
L(0,3) and L(0,7) for midway process; 1.(0,2) for later consolidation, and L(0,7) for monitoring

geometrical variation. © 2009 Acoustical Society of America. [DOI: 10.1121/1.3106526]

PACS number(s): 43.80.Ev, 43.80.0Qf, 43.80.Jz [CCC]

I. INTRODUCTION

Bone fracture as a skeletal trauma becomes common in
an aged society. The technique of quantitative ultrasound is
playing an increasing role in monitoring the status of bone
when it heals. This is because (1) ultrasound (US) is a non-
ionic radiation and relatively safe and (2) the US propagation
property can reflect bone mechanical and structural
properties.l’2 As was pointed out by Moilanen,” the quantita-
tive guided wave ultrasonography will become a serious
competitor for existing methods of bone evaluation. Re-
cently, interests have been focused on using a guided US
wave propagating through a long bone to evaluate the me-
chanical properties during its healing process.“f6 Compared
with other types of mechanical waves such as the longitudi-
nal and surface waves, guided waves can propagate both
along the axis and across the thickness of bone, thus may
provide a better characterization of bones’ material proper-
ties and architecture. Typically, a broadband signal is used to
excite wave propagation in long bones, and the detected
multi-mode signals in time domain are processed with sev-
eral signal processing techniques, such as the two-
dimensional fast Fourier transform (2D-FFT) method,” the
time-frequency  (t-f) method,” and spectrum estimation
methods.’

YAuthor to whom correspondence should be addressed. Electronic mail:
dzhang @nju.edu.cn
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In previous studies the wave propagation in long bones
was usually simplified to two-dimensional (2D) case inter-
preted with the Lamb wave theory.7’8 The velocity of the
antisymmetrical AQ Lamb mode differs significantly between
healthy and osteoporotic bones.® However, analysis of ex
vivo measurements from an intact bone indicated that the
Lamb wave theory could not sufficiently describe the disper-
sion of propagating guided waves in long bones.” Moilanen
et al."’ demonstrated that the cortical thickness of long bones
could be accurately predicted from the velocity of guided
waves, and the velocity of the flexural tube mode F(1,1) is
highly correlated with the bone cortical thickness. More re-
cently, Protopappas et all! presented a preliminary 2D (Ref.
9) and a more reasonable three-dimensional (3D) simulation
study on monitoring the fracture healing of long bones using
guided waves. Several fracture healing stages of long bones
were established, in which the density and elastic properties
of the formed callus gradually restore toward those of a
healthy bone; energy distributions within different guided
wave modes were calculated with the t-f method, and the
characteristics of L(0,5) and L(0,8) modes were believed to
be able to enhance the quality of monitoring the fracture
healing process.” However, as pointed out by Protopappas et
al., no quantitative results could be provided using the t-f
method for monitoring the healing course.

In this letter, we quantitatively study the changes in
characteristics of different longitudinal guided wave modes
in a bone pipe, L(0,1)- L(0,9), after they propagate through

© 2009 Acoustical Society of America
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FIG. 1. (Color online) Geometrical and material features of one-quarter of
the callus model (Refs. 11 and 12) in (a) stage 1, (b) stage 2, (c) stage 3, and
(d) the hypothetical stage 0. (ICT—initial connective tissue, SOC—soft cal-
lus, MSC—intermediate stiff callus, SC—stiff callus, and OT—ossified tis-
sue).
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the fractured site during several simulated healing stages.
Simulations are performed on a finite element (FE) model of
healing bone similar to that in the initial studies.'®!"" A mode
extraction technique is applied to study the energy variations
and the effective velocity in callus region of longitudinal
tube modes. The guided waves are excited with a broadband
impulse, and vibrations in time domain are detected at a
series of discrete positions; the detected signals are then ana-
lyzed with the mode extraction technique that gives wave-
forms of individual modes; energies and effective velocities
of the first energy peak (FEP) in the callus region of ex-
tracted modes are calculated and discussed for different
simulated cases. The objective of the present work is to
present an effective method to extract guided wave mode
features quantitatively from a broadband guided wave signal
propagating in a long bone.

Il. METHODS

A FE model similar to the work of Protopappas et al. s
adopted in this study. The bone is modeled as a 20 cm long
hollow circular pipe with inner and outer radii equal to 4.53
and 8.61 mm, respectively. A model of the callus with circu-
lar endosteal and periosteal cross sections is located at the
center of the pipe. The radius of the callus gradually changes
from minimum inner radius (2.5 mm) to maximum outer
radius (11.5 mm) along the axial direction according to the
Hanning function, as shown in Fig. 1. The modeled callus
contains six different regions; in each region the material is
regarded as homogeneous isotropic and linearly elastic. The
fracture healing is modeled as a three-stage process similar
to previous studies.'"!? Stages 1, 2, and 3 correspond to 1, 4,
and 8 weeks after fracture. A hypothetical stage 0 in which
the callus consists only of cortical bone, together with an
intact bone, is also modeled and analyzed for comparison.
Geometrical features of the model and the types of tissues
involved in each healing stage are illustrated in Fig. 1.

In each case, since the geometry of the model is axisym-
metrical, it is convenient to apply an axisymmetrical model-
ing method. Thus, we use the axisymmetrical elements of
four-node (element type CAX4R, reduced integration with
hourglass control) as dominant, and three-node (element type
CAXa3, linear) in the corner of some segments in ABAQUS,
Version 6.6. The size of elements is approximately 0.08 mm
in both radial and axial directions, leading to a number of
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FIG. 2. (Color online) (a) Measured signals at four locations, (b) k-f map
from 2D-FFT, (c) filtered k-f map combined with theoretical k-f curve of
L(0,1), and (d) extracted L(0,1) signals.

128 740 elements. At the two ends of the bone pipe, absorp-
tion boundaries (element type CINAX4) are applied to avoid
reflections. A transmitter that covers a 5 mm annular area on
the bone’s outer surface is located 25 mm (center-to-center)
from the callus, applying an impulse surface traction in ra-
dial direction. No receiver is modeled and the detected nodal
vibrations are exported from the FE calculations. The exci-
tation signal is a two-cycle 1 MHz sinusoidal tone-burst with
its amplitude modulated by a time-dependent Hanning func-
tion, leading to a —6 dB bandwidth of 1 MHz. On the other
side of the callus, nodal displacements in radial direction are
detected on the outer surface of the bone pipe at 176 discrete
positions, i.e., at the distance of 3—10 cm from the center of
excitation in the axial direction, with a spatial interval of 0.4
mm. For each measured signal, a time step of 0.2 us, corre-
sponding to a sampling frequency of 5 MHz, is adopted for a
100 us time period.

The mode extraction technique13 is then carried out ac-
cording to the following procedures. First a 2D-FFT is ap-
plied to the recorded signals in both time and space domain.
Then a window function is used to filter the obtained 2D k-f
map to retain the mode of interest and eliminate the undesir-
able modes. The next step is to apply an inverse 2D-FFT on
the filtered k-f map to derive the waveforms of the required
wave mode at each measured position. The window function
is shown in Eq. 1),"°

05{1 +COS[27T(f_fm)/fb]}’ |f_fm| <fb/2

F(k.f) =
D 0, f = ful = f112.

(1)

where k is the wave number and f is the frequency. f,, rep-
resents the theoretical k-f dispersion function of the desired
mode. f;, is the length of the window in frequency domain. In
this study we choose 200 kHz for f;, to ensure that signals for
each guided mode, as weak as —30 dB (about 3%) compared
to its peak energy, are included in calculations. An example
of extracting L(0,1) mode from signals in an intact (healthy)
bone model is given in Fig. 2.
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FIG. 3. (Color online) 2D-FFT presentations for (a) stage 1, (b) stage 2, (c)
stage 3, and (d) the hypothetical stage 0.

lll. RESULTS AND DISCUSSION

It should be noted that the models only describe the
evolution of the material properties of the callus at stages
from 1 to 3 and the hypothetical stage 0. The change in
geometrical characteristics can be described by the compari-
son of stage 0 and the case of an intact bone. Thus the ob-
tained signals can dynamically reveal the restoration
progress of both mechanical and structural properties of the
bone during the fracture healing process.

Figure 3 presents the 2D-FFT results for the simulated
healing stages 1-3 and hypothetical stage 0. The energies of
guided modes gradually recover toward the healthy bone
case [Fig. 2(b)]. The longitudinal modes for each healing
stage are extracted from Fig. 3, and the calculated normal-
ized energies of nine longitudinal tube modes [L(0,1)-L(0,9),
normalized by peak energy)] are compared at a certain posi-
tion (e.g., the distance between the transmitter and receiver
Iy_g=5 cm), as shown in Fig. 4. Generally speaking, the
L(0,1), L(0,2), L(0,3), L(0,5), and L(0,8) modes possess the
largest energy in most of the simulated cases.

To quantify the observed results, the healing process is
divided into three sub-courses (i.e., the early-course from
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FIG. 4. (Color online) Normalized energy of L(0,1)-L(0,9) throughout heal-
ing stages (I;_g=5 cm).
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TABLE I. Energy variations in material and geometrics (I;_zg=5 cm).

Energy variations

in material (%)
Energy variations

Modes Early Midway Later in geometrics (%)
L(0,1) 35.0 101.8 16.9 —-2.5
L(0,2) 27.2 59.7 =7.0 52.1
L(0,3) 31.9 102.0 104.3 —33.62
L(0,5) 8.6 70.0 9.2 115.4
L(0,8) —3.5 =510 116.7 528.0

stage 1 to 2, the mid-course from stage 2 to 3, and the later-
course from stage 3 to the hypothetical stage 0). The energy
variations in L(0,1), L(0,2), L(0,3), L(0,5), and L(0,8) modes
in each sub-course are presented in Table I corresponding to
the data in Fig. 4 (I;_g=5 cm). We find that different com-
binations of guided longitudinal tube modes could be se-
lected for monitoring different healing sub-courses. The se-
lection of mode combinations is based on the principle that
either the modes’ energy or their variations should be rela-
tively large. For the early-course, L(0,1) and L(0,2) modes
play a dominant role in monitoring, in which the energy
increases by 35.0% and 27.2%, respectively. During the mid-
course, L(0,1), L(0,2), L(0,3), and L(0,5) modes are signifi-
cantly affected by the consolidation of the callus, with the
energy increases of 101.8%, 59.7%, 102.0%, and 70.0%. For
the later-course, the energies of L(0,1) and L(0,3) modes are
increased by 16.9% and 104.3%. In terms of evaluating the
geometrical change during healing which refers to the
change in energy between stage 0 and intact bone, L(0,2),
L(0,5), and L(0,8) modes might be significant, with their
energy increases of 52.1%, 115.4%, and 528.0%.

Calculating a mode’s energy in the t-f domain with a
similar methodology of filtering using t-f dispersion curves is
widely accepted in analysis of guided wave signals. How-
ever, the application of t-f analysis is limited when dealing
with long bones since the t-f results may suffer from a read-
ability problem. Since the limited length of the bone (usually
less than 50 cm) restricts the I;_g, the dispersive guided sig-
nals could not spread out in time domain, which may cause
the t-f analysis unable to resolve a single mode from the
multi-mode signals.I Li4 By contrast, the mode extraction
technique provides the possibility of obtaining signals in
time domain for each single mode. Therefore, one can com-
pute the features of each guided mode quantitatively.

Since time of flight (TOF) measurements allow calcula-
tion of the velocity of wave packages, we calculate the ar-
rival time of the FEP of each mode in order to study the TOF
features from the extracted mode signals. Figure 5 presents
the effective velocity of FEP propagating (vggp) in the callus
region for each simulated healing stage with the intact bone.
The obtained FEP velocities have shown their sensitivity to
the healing progress in a different manner from that of mode
energies, i.e., L(0,5) for the early healing (increased by 255
m/s); L(0,3) and L(0,7) for the mid-way course (increased by
468 and 875 m/s, respectively); and L(0,2) for the later con-
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FIG. 5. Variations in vggp for L(0,1)-L(0,8) during the healing process.

solidation period (increased by 504 m/s), while L(0,7) is the
best choice for accounting the geometrical variation (signifi-
cantly increased by 2044 m/s).

Note that the applied mode extraction technique suffers
from leakage noise induced by the FFT algorithm.13 Our re-
sults have shown that the energy calculations are affected by
less than 4%; furthermore, as the noise level is relatively low,
it almost has no effect on the results of the FEP arrival time.
Therefore, the influence of FFT leakage is limited.

The model used here is limited by its axisymmetrical
geometry, the annular excitation, and simplified process of
bone calcification. The axisymmetrical modeling method re-
sults in axisymmetrical excitations, which eliminates the tor-
sional and flexural wave modes. In fact, long bones are ir-
regular pipes where an infinite number of flexural modes
may also propagate. Fortunately, dispersion characteristics of
irregular geometries could be obtained with numerical simu-
lation using FE or boundary element methods. Furthermore,
some flexural wave modes are very close to longitudinal
ones, e.g., F(1,8) vs L(0,5) and F(1,13) vs L(0,8)."® Thus data
measured from the real experiments could also be quantified
using this mode extraction technique.

The simulated annular transducer used for excitation is
far from being realistic; however, it could be carried out by
several general contact transducers placed in a circumferen-
tial manner, which could restrain the propagation of most of
the torsional and flexural wave modes. Also, it would be
practically useful to simulate an annular transducer by mul-
tiple individuals in FE simulations when applying a full 3D
analysis algorithm (not axisymmetrical). Additionally, frac-
ture callus formation is a complex process; calcification in
the callus represents a random and anisotropic pattern. The
cortical surface at the fracture sites often shows complex
topology which may affect wave propagation. These factors
are needed to be addressed in future studies.

IV. CONCLUSION

A numerical feasibility study for quantitatively evaluat-
ing the healing process of long bones by the use of guided
US waves is performed. Longitudinal tube modes are ex-
tracted from guided signals simulated at several different
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healing stages. The energies and vggp of extracted modes are
calculated to test their capability of assessing the healing
status of long bones. The energy results indicate that the
L(0,1) and L(0,2) modes are appropriate to evaluate the early
healing and the L(0,1), L(0,2), L(0,3), and L(0,5) modes are
suitable to monitor the midway-course of the healing pro-
cess, while the energy of the L(0,1) and L(0,3) modes
changed significantly in the late consolidation course. It is
also found that the L(0,2), L(0,5), and L(0,8) modes are sen-
sitive to the change in the callus geometrics. Additionally,
the vggp results recommend L(0,5) for monitoring the early-
course; L.(0,3) and L(0,7) for the mid-way process; L.(0,2) for
the later consolidation period; and L(0,7) accounts for the
geometrical variation. It is suggested that the healing process
may be divided into several sub-processes, each of which can
be evaluated by using different combinations of guided wave
modes.
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The boundary element method (BEM) is widely used for sound field analysis problems; however, it
has a non-uniqueness problem in the exterior domain. Various methods to avoid this problem have
been developed; however, these are not easily applied to the BEM. In this paper, a simple method
called the “ICA-Ring (inner cavity ringing) method” is proposed for avoiding the non-uniqueness
problem, and this method is applied to the BEM in both single and plural domains. The concept of
the ICA-Ring method is that a scatterer in free space is hollowed as a shell and the volume is
smaller; the eigenfrequencies are shifted to a higher range. Next, the mechanism of the
non-uniqueness problem in plural domains and a reason of the application of the ICA-Ring method
to the case of plural domains are explained. Finally, some results calculated by the BEM using the
ICA-Ring method are shown. The calculational condition is that a cylinder with radius 0.125 m
floats in two-dimensional free space. In this case, no calculational errors exist in 1-6000 Hz in both
single and plural domains, when the thickness of the shell is 20 mm. The ICA-Ring method does not

need to modify an existing computer program of conventional BEM.
© 2009 Acoustical Society of America. [DOI: 10.1121/1.3111856]

PACS number(s): 43.20.Rz, 43.20.Fn [KA]

I. INTRODUCTION

The boundary element method (BEM) is widely used in
sound field analysis problems. One of the most significant
advantages of the BEM compared to the finite element
method is that the problem’s dimensionality is reduced by 1,
so that only the boundary of each domain has to be dis-
cretized. The BEM is also suitable for infinite domain prob-
lems, because the far-field radiation condition is always sat-
isfied. In an exterior problem, however, it is known that
BEM has non-unique solutions at characteristic frequencies
which are the eigenfrequencies of the interior Dirichlet prob-
lems. This is a purely mathematical issue; it has no physical
meaning for the exterior problems under investigation.

To avoid the non-uniqueness problem, two conventional
techniques have been applied to acoustic scattering prob-
lems. One is the combined Helmholtz integral equation for-
mulation (CHIEF),' in which the Helmholtz integral equa-
tion with source points in the interior domain of the
scattering body is applied in the exterior domain. By using
the Helmholtz integral equation of the interior domain,
CHIEF creates an overdetermined system of simultaneous
equations, and these equations can be solved using a least-
squares technique. CHIEF has been widely used for acoustic
scattering and radiation problems, and various improvements
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hirosawa@noe.co.jp

2838 J. Acoust. Soc. Am. 125 (5), May 2009

0001-4966/2009/125(5)/2838/9/$25.00

Pages: 2838-2846

to the original method have been proposed.zf7 In CHIEF,
however, the researcher has to search for interior points
(called the CHIEF points). Generally, only trial and error
determines the number and positions of the CHIEF points.
The other conventional technique applied to acoustic scatter-
ing problems to avoid the non-uniqueness problem in the
BEM method was proposed by Burton and Miller.® This
method uses a complex linear combination of the Helmholtz
integral equation and its normal derivative equation for only
the exterior domain. It has been proven that the linear com-
bination of these two equations will yield a unique solution
when the coefficient is a complex number. As with CHIEF,
the Burton—Miller method has been used and improved.g_16
However, these two methods do not work in every situation.
Marburg and Amini discussed these methods in detail."’

As an alternative to using conventional methods, Ishi-
zuka and Fujiwara proposed a simple technique to avoid the
non-uniqueness problem of the BEM.'® In this method, the
scatterer is modeled as a shell to reduce the bounded area
while maintaining the geometric configuration. Sakuma et al.
also proposed a technique similar to the one proposed by
Ishizuka and Fujiwara.19

The above discussion limits single domain; the non-
uniqueness problem also arises in plural domains. Cremers et
al. investigated non-uniqueness problem in multi-domain for
the direct collocation BEM,? and they showed that the prob-
lem in multi-domain can be avoided by using the infinite

© 2009 Acoustical Society of America
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element. In their paper, however, the only case was that all
subdomains are in external domain and the internal domain
of the scatterer is not considered.

For both single domain and plural domains, the special
techniques must be applied to the BEM for avoiding the
non-uniqueness problem. This seems to be difficult to non-
BEM specialists such as general engineers, and means that
those involved in the BEM have to modify the computer
program of conventional BEM.

In this paper, we propose a simple method of improving
the technique proposed by Ishizuka and Fujiwara to avoid
the non-uniqueness problem in the BEM. Our proposed
method is called the “ICA-Ring (inner cavity ringing)
method” because, in this method, a scattering body is re-
garded as a shell. First, we explain the application of the
ICA-Ring method to the most basic single domain problem.
Then, we explain the application of the ICA-Ring method for
the avoidance of the non-uniqueness problem in plural do-
mains, for example, in the case in which a scatterer consists
of a porous material with air space (this is treated as a
coupled problem for exterior and interior domains). Finally,
we include several calculation results of two-dimensional
acoustic scattering problems around a cylinder. The merits of
the ICA-Ring method are that it is a simpler logic than those
of CHIEF and Burton and Miller method, and it does not
need to modify the existing computational program of con-
ventional BEM.

Il. FORMULATION OF THE ICA-RING METHOD

A. The basic integral equation and the
non-uniqueness problem

Consider the situation shown in Fig. 1, which shows the
sound source p, the receiver r, and the finite body with
smooth surface S in the exterior domain (). rg is the source
point anywhere on S, and the interior domain of the finite
body is €);. In the exterior domain (), the well-known
Helmbholtz—Huygens integral equation is given by

c(rp(r) = Glp,r) - f {p( 9 aG;’i”)
P( S)
_G(rS9r) }’l dS("S)? (])
S

where p(r) is the sound pressure at the arbitrary point r in
Qg; on the smooth surface S, ng at rg is the unit vector
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normal to the surface S into the interior domain €. c(r) is
equal to 1 when r exists in €}, 1/2 when r exists on S, and
0 when r exists in ). G is the free space Green’s function,
which is given by the following in two and three dimensions,
respectively:

1
G(ry.r) = ZHE)Z)(kR), (for 2D),
J
—jkR
=— for 3D 2
G(ro,r) pp (for 3D), (2)

where r is the source point, R is the distance between r( and
r, w is the angular frequency, ¢ is the sound speed in (),
k=w/cy is the wave number, and j is the imaginary unit.
Also, in this paper, exp(jwt) is used as the time factor, where
t is time. Since the sound pressure on rg is p(r), the particle
velocity u(rg) is described as follows:

u(ry) = - —— 209, 3)
Jjwpy dng

where p, is the density of the medium in (). Assuming that
S is “locally reactive,”

ap(rs)
on S

=— jkB(rs)p(rs), (4)

where B(rg) is the normal acoustic admittance on the point
rg, which is normalized by the characteristic impedance pyc
of the medium in €. Hence, Eq. (1) is rewritten as follows:

| p(,s){ #G(rsr)
S ng
+J'k3("s)G(rs,r)}dS(rS). )

The Helmholtz—Huygens integral equation in Eq. (1) is dis-
cretized into N, boundary elements for estimation of values
on S. This discretization yields a simultaneous equation with
Ny unknowns, which is expressed in matrix form as

[AHp} = {pa, (6)

where [A(?] is the coefficient matrix (NyX Ny) in Qq and is
given by

a") ay)(ry)
[AO1=| i (7)
0(10) (r No) te a;\(r)o) (r No)

If a surface is discretized into constant boundary elements,
aj(.o)(ri) is given by
c(ry) + th(ri) + 851,(",'), i=j

(0) |
a . (rl’) = 5 (8)
! hs/.("i) + gs_/.("i)a i#]j

(rs J')
hs (1)) = f as(rs),
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FIG. 2. Arrangement of an acoustic scattering problem including a floating
rigid cylinder in two-dimensional free space.

gsj("i) =jk3(rsj)f G(rsj,r,-)dS(rSj), )
Sj

and c(r;)=1/2. Note that in Egs. (8) and (9), the index j(1
=j=N,) represents the element numbers on a surface and
the index i(1 =i=N,) represents the source points at node
points on each element, respectively. {p©} is the vector
which consists of N, unknown sound pressures at the node
points on the boundary elements for S, and {p,} is the direct
sound vector that indicates the contribution of radiation from
a sound source to the N, boundary elements. Solving Eq. (6),
the sound pressure vector {p©} on S is evaluated, and then
values at arbitrary receivers can be estimated by substitution
of {p'”} into the Helmholtz—Huygens integral equation, Eq.
3).

In order to observe the non-uniqueness problem, we
compute the acoustic scattering around a cylinder in two
dimensions, and compare the boundary element solution
with the exact solution.”’ The arrangement for this numerical
analysis is shown in Fig. 2, which shows a line source, a
receiver, and a floating rigid cylinder in two-dimensional free
space. The radius of the cylinder is 0.125 m. In the applica-
tion of BEM, we presume the constant boundary element for
discretization of the surface of the cylinder. In order to ob-
serve the behavior of the results closely, the calculations are
conducted at 1 Hz steps over the indicated frequency range.
The results are shown in Fig. 3, which show that the conven-
tional BEM solution seriously decreases accuracy around the
eigenfrequencies. Several eigenfrequencies are described in
Table I. This calculation error is caused by the reason that the
rank of the coefficient matrix in Eq. (7) is insufficient to
solve the simultaneous equation (6) in the neighborhood of
the eigenfrequencies of ().

6
5 .
— 4t
o
S
«
g3
S
.E 2 L
3
£ 1k
0 .
Exact solution
Conventjonal BEM‘ ,,,,,,,,,,,

,‘| 1 1 1
1k 2k 3k 4k 5k 6k
Frequency [Hz]

FIG. 3. Comparison of the IL computed according to the exact solution and

by conventional BEM for a floating rigid cylinder in two-dimensional free
space.
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TABLE I. Several eigenfrequencies for a rigid cylinder whose radius is
0.125 m.

Freq.
() (Hz)
0,1) 1042.5
0,2) 2389.7
(0,3) 3746.2
(1,1) 1658.8
(1,2) 3037.1
(1,3) 4404.1
2,1 22232
(22) 3643.8
(2,3) 2762.0

B. The ICA-Ring method for single domains

To avoid the non-uniqueness problem described in Sec.
IT A, Ishizuka and Fujiwara proposed the following improve-
ment technique:18 a tiny hole, which is small enough so that
it will not affect the sound field around the scatterer, is made
in the original surface, and the original scatterer is hollowed
out, as shown in Fig. 4. The interior surface is assumed to be
absorptive, to suppress re-radiation from the opening. This
improvement method is based on the idea that the eigenfre-
quencies of the non-uniqueness problem depend on the vol-
ume or area of a scatterer, and are shifted to higher frequen-
cies when the volume or area of the scatterer becomes
smaller. Using this technique, Ishizuka and Fujiwara suc-
ceeded almost completely in avoiding the inaccuracies
caused by the non-uniqueness problem in the frequency
range of which they considered.

In this paper, we aim to perfectly remove the influence
of the tiny opening in the scatterer. As shown in Fig. 4, we
suppose that the exterior surface containing the tiny opening
is S, the interior surface is S, and the tiny opening’s sur-
face is S’y and rigid. A and & are the width of the tiny
opening and the thickness of the modified scatterer, respec-
tively. Then, Eq. (5) is rewritten as follows:

O

Source: p
Receiver: r

Sk : Rigid wall
Op(rs;) _

8’!7,5" -

R

A-section detail

FIG. 4. Illustration of the method proposed by Ishizuka and Fujiwara to
avoid the non-uniqueness problem in BEM.
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FIG. 5. Tllustration of the ICA-Ring method given by Eq. (12) for a single
domain.

dG(rg,r)

c(r)p(r)=Glp.r) - p(rs){ p
S +S8" 48 g

+jk,3(rs)G(rs’r)}dS("s)=G(PJ')— p(rg)
o

aG(rsl,r)
X o + jkB(rg)G(rg,r) (dS(rg)
ngr

IG(rgr ,r)

A’
- f plrg )\ ———
'y . anS,A

(7G(r5r )
—f P(’s’R) —8 dS("s’ ). (10)
s’ ns'

R

+jkG(rs’A,r) dS("S’A)

We note that the interior is absorptive and that the tiny open-
ing’s surface is a rigid wall. In this paper, to minimize the
reflection from S’ ,, B(rSrA) is 1, and B(rSrR) is 0. Moreover,
when we assume that the tiny opening’s surfaces are parallel
with each other, the unit normal vectors on the surface S’
point are in opposite directions. If the tiny opening is made
small without limit, P(rs’R) on each of the surfaces must
approach equal values. Then, the third integral term in Eq.
(10) becomes 0:

&G(rsr ,F)
limf p(rSrR)—dS(rSr) 0. (11)
A—0 S,R (9}13 N

Now, Eq. (10) can be rewritten as follows:

(?G(rsl I’)

81’15,

c(r)p(r)=Gp.r) - f pry ){

+jkﬂ("s')G("s',")}dS("s')—f, P("S’A)
SA
aG("S’A’r)

X TsrA-’-jkG(rS,A’r) dS(rS’A)' (12)

Equation (12) means that a scatterer S as a single domain in
), as shown by Fig. 1, can be dealt with as a shell with
thickness &, as shown in Fig. 5. Although both the exterior
and the interior of a shell are the same field €}, S is sepa-
rated into two boundaries, S’ and S’ 4. By the discretization
of §" and S, into N, and M, boundary elements, respec-
tively, the integral equation (12) is expressed in matrix form
as
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FIG. 6. Geometry of the acoustic scattering problem for plural domains.

[A91p ) =B}, (13)

where [A©] is the coefficient matrix ((Ng+M ) X (Ng
+M,)), {p} is the vector which consists of Ny+M, un-
known sound pressures on S’ and S’,, and {p,} is the direct
sound vector that indicates the contribution of radiation from
a sound source to the Ny+M, boundary elements. We have

used the tilde symbol (X) to indicate the application of the
ICA-Ring method.

By applying BEM to Eq. (12) and solving the simulta-
neous equations (13), we can avoid the non-uniqueness prob-
lem in our required frequency range. The ICA-Ring method
is very simple compared with the CHIEF or the Burton-
Miller method, because the ICA-Ring method requires only
the consideration of a new boundary S’ ,. The interior bound-
ary S’, depends on the thickness of the shell or required
frequency range, the decision does not need trial and error
many times.

C. The ICA-Ring method for plural domains

In Fig. 1, when the interior domain (), is a material like
glass wool, which is able to transmit sound waves, calcula-
tion of the acoustic field is generally treated as the coupled
problem in which (), is combined with ), by continuity
conditions of sound pressure and particle velocity on the
boundary surfaces S, and ;.

In this case, we presume that (), is an isotropic medium
with the propagation constant y and characteristic impedance
Z,, as shown in Fig. 6. Since the boundary conditions on S,
in Q and S, in ), cannot be determined only by normal
acoustic admittances B(rs)) and B(rg ), we also need to in-
troduce the particle velocities u(rSO) on Sy and u(rg ) on §; to
give the boundary conditions. The Helmholtz—Huygens inte-
gral equations in ) and (), are written as follows, from Eq.

(1):

aG(rSO’r)

c(r)p(r)=G(p,r) - f p(rs,) p
Sy s,

+jkp0C0u(rS0)G(rso,r) dS(rSO) in Qo, (14)
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9G(rs,.r)

c(r)p(r)=- f plrs)—
s ns,

1

+jkpru(rSI)G(rSl,r) dS(rSI) inQ, (15)

where the following relations are used in Egs. (14) and (15):

ap(rs,) u(rs,) N <)
—=- =— jkpocou(rs ),
ons, Po or JEPoCoUlrs,
ap(rs,) u(rs,)
1 1 .
=- =—jk,Zu(rg), 16
dns, A TkyZyulrs,) (16)

where p), is the density of the material in the interior domain
y; k, is the complex wave number which described by the
propagation constant 7y of (), as

k,==jy=vy={+jn ({>0,7>0). (17)

{ is the attenuation constant, and # is the acoustic phase
constant of the material in (), respectively.

We can solve Egs. (14) and (15) for the sound pressure
and the particle velocity on the boundary surfaces S, and
with their continuity conditions, which are that at points rs,
on S, and rs, on S, the sound pressures are equal, and the
particle velocities are equal but directly opposite to each
other, that are

plrs) =p(rs,).

M(rSO):—M(rSI). (18)

However, Egs. (14) and (15) are combined only by the con-
tinuity conditions of sound pressure and particle velocity;
they are mutually independent mathematically. If we leave
Eq. (14) in Q alone, then the non-uniqueness problem is
caused in ). It is mentioned in Sec. III that the non-
uniqueness problem occurs in spite of considering both do-
mains (), and (), and applying a coupled method. Therefore,
we have to avoid non-uniqueness as described in Sec. II B
for Eq. (14) in Q.

By following Sec. II B, the body in ), is treated as the
shell shown on the upper side of Fig. 7. When the boundary
Sy in € is separated into S'(+S’,, we assume that the
outside boundary condition of S’ is given by the particle
velocity u(rg ) and that the inside surface, S’ ,, is absorp-
tive [in this paper the normal acoustic admittance ﬂ(rsr )
=1]. Then, Eq. (14) is rewritten as

aG(rS’Oar)
cr)p(r)=Glp.r) - f plrg )= ——
s’ ns',

+jkPOCOM(FS’O)G(rs’OJ) dS("s’O)

aG(rS’OAvr)
N R T e Vi
s’ ,

ong
0,A S 0,A
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FIG. 7. The analysis model for BEM as a combination of the exterior
domain (), and the interior domain ).

+jkp(rs'0’A)G(rs’o,A’r) dS("s’O,A)- (19)

S"0» §'g4» and Sy are discretized into Ny, M, and N,
boundary elements, respectively. Provided that Ny=N,, the
integral equations (19) and (15) can be combined and ex-
pressed in matrix forms as follows:

[HVpS)) + (G gy +[Ag Wb )= Bl

[(HVHp'™} + (G 'V} = {0} (20)

Applying the continuity conditions (18) on rg =ry,,

[V pS)) + (G Ny +[Ag Wb )= )

[HDBOY - [V als = {0}

50
(©) S ~
(B9] A1 (69 59}=Pmﬂ
) _ A {0} |’
(HY] [0] -[G"] @
21
The matrix on the left hand side of Eq. (21) is the

global coefficient matrix ((Ny+My+N;) X (Ny+My+N,)
=(2Ny+My) X (2Ny+M,)) in Q, and ;. The component
matrices [HY], [HV], [GV) [6M), [AV] in the
global coefficient matrix will be described inA Appendix
A. [{p(o)} {p(o)} {u }]T is the total unknown vector {p(s(f)}

consists of N, unknown sound pressures on S, {p } con-

sists of M, unknown sound pressures on S’ ,, and {u(o)}

consists of N, unknown particle velocities on S’ .. {p} is the
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direct sound vector that indicates the contribution of radia-
tion from a sound source to the Ny+M boundary elements
on S’y and S’ .

The sound pressures p(rs/o), p(rS/OA), and P("sl) and the
particle velocities u(rg ) and u(rs ) are estimated by solving
the simultaneous equations in Eq. (21). When we apply this
method, we get valid values that avoid the non-uniqueness
problem in our required frequency range.

In this paper, we describe a plural domain problem in
which the domain (), is a porous material. However, this
formulation can be applied to various cases, for example, the
case in which (), and () are different materials, and only a
partial surface connects (), with ().

lll. NUMERICAL CALCULATION EXAMPLES AND
DISCUSSION

In this section, we show some results calculated by the
BEM in which we have applied the ICA-Ring method. These
calculations are performed under conditions identical to
those described in Sect. IT A. A cylinder with radius 0.125 m
floats in two-dimensional free space. There is a line source
3 m away from the center of the cylinder and a receiver 2 m
away from the center of the cylinder on the opposite side
from the line source. We calculate results over the frequency
range 10—6000 Hz in 1 Hz steps. We calculate the insertion
loss (IL) of the cylinder to evaluate the effectiveness of the
ICA-Ring method.

A. Single domain

In the case of a rigid cylinder, an exact solution exists,
so we can compare our BEM solutions with this exact
solution.?' These results are shown in Fig. 8.

The top figure in Fig. 8 shows the conventional BEM
solution in which ICA-Ring has not been applied. This figure
shows the inaccuracies of the conventional BEM solutions
that appear around the eigenfrequencies of the interior Di-
richlet problems. In a cylinder, these eigenfrequencies corre-
spond with the wave numbers k; ; which are the solutions of
the equation Jy(k; ;) =0, where r is a radius of a cylinder and
J; is Bessel function of the i-th order. Table I shows several
eigenfrequencies of the (i,j) orders that are (0,1)—(2,3),
when the radius of the cylinder is 0.125 m.

The second to fourth figures in Fig. 8 show results cal-
culated by BEM using the ICA-Ring method. Three types of
the shell thickness used in these calculations are 40, 30, and
20 mm, respectively. These figures show that the eigenfre-
quencies are shifted to a higher range by a smaller cross-
sectional area according to the thickness of the shell, and
therefore the total cross-sectional area of the shell decreases.
When the thickness of shell is 20 mm, the BEM solution
calculated using ICA-Ring method is almost equal to the
exact solution in our required frequency range.

B. Double domains

This section considers a cylinder that consists of an iso-
tropic and permeable material, for example, a porous mate-
rial such as glass wool. Since sound waves are also propa-
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FIG. 8. The IL of a floating rigid cylinder in two-dimensional free space.

gated inside such a cylinder, we will apply the coupled
method to BEM, as described in Sec. II C. We suppose that
the flow resistivity of the material inside the cylinder is
9000 N s/m*, and that the propagation constant and the char-
acteristic impedance of the material are estimated by the
Miki model.** Figure 9 shows the results of the ICA-Ring
method for this case and those of a rigid cylinder.

The top figure of Fig. 9 shows conventional BEM solu-
tions without the application of the ICA-Ring method. The
second through fourth figures show the BEM solutions using
the ICA-Ring method. It can be noted, as in the case of
single domains, the accuracy of the conventional BEM solu-
tion is seriously decreased by the non-uniqueness of the in-
terior Dirichlet problem in the neighborhood of the eigenfre-
quencies of a permeable cylinder, and by applying ICA-Ring
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FIG. 9. The IL of floating permeable and rigid cylinders in two-dimensional
free space. The permeable cylinder consists of an isotropic material that is
able to transmit sound waves, with a flow resistivity of 9000 N s/ m*.

method, the eigenfrequencies effectively shift to a higher
range by making the cross-sectional area smaller.

It is significant that the eigenfrequencies of a single do-
main and of plural domains are equal. In the case considered
here, the eigenfrequencies of the permeable cylinder include
those in Table I, because our BEM formulation of plural
domains treats each domain as mathematically independent.

Now, consider the case in which the ICA-Ring method
is not applied to the BEM formulation. In Fig. 6, we assume
that surfaces S, and S, are discretized into N, and N, bound-
ary elements, respectively, and that Ny=N,. Then, matrix ex-
pressions of the discretized Helmholtz—Huygens integral
equations in (), and €}; with continuity conditions (18) on
rs,=rs, are described as
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[[H(O)] [G] ][{P(O)}]_[{Pd}} ’
[HY] =[GV |[{u@} | 7| {0} | (22)

The matrix on the left hand side of this equation is the global
coefficient matrix ((Ny+N,) X (Ng+N,)=2NyX2N,) in Q,
and Q,. The component matrices [H?], [HV], [G"], and
[GM] in the global coefficient matrix are described in Ap-
pendix B. [{p@},{u®}] is the total unknown vector: {p©}
consists of N, unknown sound pressures on S, and {u'"}
consists of N; unknown particle velocities on S;. {p,} is the
direct sound vector that indicates the contribution of radia-
tion from a sound source to the N, boundary elements on Sj.
The component matrices [H*] and [G?] for Q) in the glo-
bal coefficient matrix in Eq. (22) are virtually equal to [A(?]
in Eq. (6). This is due to the fact that taking into account the
relationship between Egs. (3) and (4), Egs. (B2) and (B6) are
equal to Eq. (9), and the simultaneous equation regarding (),
in Eq. (22) means the same as in Eq. (6). Since the rank of
the component matrices [H?] and [G'”'] are insufficient to
solve the simultaneous equation in Eq. (6) around the eigen-
frequencies, the rank of the global coefficient matrix is also
insufficient to solve the simultaneous equation in Eq. (22).
As noted above, the eigenfrequencies of the plural domains
are equal to those of the single domain. Therefore, in the
exterior domain (), the formulations of single and plural
domains are treated equivalently, and the non-uniqueness
problem must be avoided for both cases.

IV. CONCLUSIONS

In this paper, we have discussed the inaccuracies of
BEM calculations in the neighborhood of the eigenfrequen-
cies of the interior Dirichlet problems for both single and
plural domains, and proposed a new simple method, called
ICA-Ring, which corrects these inaccuracies by avoiding the
non-uniqueness problem in the BEM formulation.

We have applied the ICA-Ring method to BEM for both
single and plural domain problems. To compare our method
to conventional BEM, we computed the IL for rigid and per-
meable cylinders in two-dimensional free space. In the con-
ventional BEM solution, the equation cannot be solved prop-
erly around the eigenfrequencies of the interior Dirichlet
problems. This non-uniqueness problem is present in both
the single and plural domain cases: because the exterior do-
main in the plural domains is treated as single domain, con-
sequently the eigenfrequencies are equal to those of the
single domain.

The ICA-Ring method effectively shifts the problematic
eigenfrequencies to outside the frequency range of research-
ers’ interest. This is accomplished by reducing the area or the
volume of a scatterer by modeling it as a shell with a modi-
fied boundary. The thickness of this shell determines the up-
per frequency of the analysis range: a thinner shell increases
the frequency range that can be accurately calculated without
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interference from the non-uniqueness problem. The ICA- h hg  (ry)
s,,(r1) s T
. . . . . B |
Ring method is much simpler than conventional techniques, (1) . _ .
such as CHIEF or the Burton-Miller method, which are [H]= : " : , (A3)
usedto avoid the non-uniqueness problem, because the con- hs, (ry,) hs, , (ry)
ventional BEM computer program is not needed to modify ’ o
and the addition of a boundary inside the modeled scatterer 1 G(rs. ,1;)
is only required. However, adding a boundary increases the —+ J Tl”—dS(rslj) (i=))
computation cost for ICA-Ring method and it is larger than he (r)= St s, ’
conventional techniques, CHIEF or the Burton-Miller S aG(rSl JF;) o ’
method. In the future, to further improve the ICA-Ring f " —dS(r Slyj) (i#))
method in view of the reduction in the computational cost, 51 51
we will investigate the optimum size and condition of bound- (A4)
ary elements and determine whether computation time could
be reduced without loss of accuracy. gs’o_l(" 1) gS’O,NO(" )
[GY)= : : . (a3
APPENDIX A: COMPONENT MATRICES OF THE 8s', 1(rNO+M0) 8o (rN0+M0)
GLOBAL COEFFICIENT MATRIX IN EQUATION (21) ’ ‘
Assuming that the surfaces Sj, Sj4, and §; are dis- gS,Ol(ri)zjkpocof G(r5'01’ri)ds(r5'01)’ (A6)
cretized into constant boundary elements, the component ’ 501 ’ ’
matrices of the global coefficient matrix given in Eq. (21) are
described as follows: gs,’l(rl) gslle(ﬁ)
s, () s, 1) M= & i (A7)
s Y0
[ffg(z)]z S (A1) gSI,l(rN]) gSl,Nl(er)
hS,O,l( N0+M0) hS’OYNU(rN0+M0) .
gSI,j(ri) =.]kpr G(rsl’j,ri)ds(rsl,j) (A8)
Si,
1 aG(rS, R K
—+ ———S(ry (i=))
2 JS’Oj 5ns’0j s O’j) / as' oA No(rl) T as' o4 N0+M0(r1)
hy (r;)= ’ ’ , - o B
'y, (1) IG(rg: r; . [Afﬁl] = : : ’
’ ong dS(rSVOJ) @#7) ag’ ryem) -+ ag (rem,)
N N J 0,A,Ny+1 0o 0.ANy+M, - 070
(A2) (A9)
1 &G(rSrOA 1)
S+ "+ jkG(rg 1) (dSkrg ) (i=))
2 5 , nS/OAj 0,A,j 0.4,
! ri = o 5 AIO
as O,A,j( ) iGlrs .1, ( )
M+ jkGlrg ) (dS(rgr ) (i #))
’ oner 0,A,j 0,A.j
S 0.4, S04 j
APPENDIX B: COMPONENT MATRICES OF THE hg (r) hs (ry)
GLOBAL COEFFICIENT MATRIX IN EQUATION (22) o ol Mo
[H]= : : , (B1)
Assuming that the surfaces S, and S, are discretized into h So,l(rNo) h SO.NO(rNO)

constant boundary elements, the component matrices of the
global coefficient matrix given in Eq. (22) are described as
follows:

J. Acoust. Soc. Am., Vol. 125, No. 5, May 2009

Hirosawa et al.: A simple method avoiding non-uniqueness 2845



dG(rs, T
———dS(rg, ) (i=))

-
~+
2 Js

h (r) = 0. anSO’j
S0 IG(rs, 1) ’
J —dS(rs, ) (i #J)
SO,j nSO’j 5]
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The debate on the sound speed dispersion and the frequency dependence of sound attenuation in
seabottoms has persisted for decades, mainly due to the lack of sufficient experimental data in the
low-frequency (LF) to high-frequency speed/attenuation transition band. This paper analyzes and
summarizes a set of LF measurements in shallow water that have resulted in the identification of
nonlinear frequency dependence of sound attenuation in the effective media of sandy seabottoms.
The long-range acoustic measurements were conducted at 20 locations in different coastal zones
around the world. The seabed attenuations, inverted from different acoustic field measurements
and characteristics, exhibit similar magnitude and nonlinear frequency dependence below
1000 Hz. The resulting effective sound attenuation can be expressed by a(dB/m)=(0.37
+0.01)(f/1000)1-80=092) for 50—1000 Hz. The corresponding average sound speed ratio at the
bottom-water interface in the 50-600 Hz range is 1.061 = 0.009. Both the LF-field-derived sound
speed and attenuation can be well described by the Biot—Stoll model with parameters that are
consistent with either theoretical considerations or experimental measurements. A combination of
the LF-field-inverted data with the SAX99, SAX04, and other high-frequency measurements offers
a reference broadband data set in the 50—400 000 Hz range for sonar prediction and sediment

acoustics modeling. © 2009 Acoustical Society of America. [DOI: 10.1121/1.30892138]

PACS number(s): 43.30.Ma, 43.30.Pc, 43.30.Zk, 43.20.Jr [RCG]

I. INTRODUCTION

The emphasis in ocean acoustic research has markedly
shifted from deep sea to shallow water (SW) in recent years.
Strong seabed and sea surface interactions, multipath (multi-
mode), and water column variability characterize sound
propagation and signal fluctuations in SW. An accurate solu-
tion to the Helmholtz equation in SW waveguide requires
accurate seabed acoustic parameters to define a bottom
boundary condition. Reliable predictions of transmission loss
(TL), echo to reverberation ratio, spatial/temporal de-
correlation, time/angle spreading of signals, etc., all need a
seabed geoacoustic model that incorporates the physics of
acoustic interaction with the bottom.

In the past three decades a significant effort has been
devoted to development of seabed geoacoustic models and to
in situ measurements of sediment properties. There are sev-
eral well known seabed geoacoustic models that have re-
sulted from this effort: the Hamilton visco-elastic Inodel,k4
the Biot—Stoll poro-elastic model,” ! the Buckingham VGS
(viscous-grain-shearing) model,'> ™ and the Chotiros—
Isakson BICSQS (Biot-Stoll with squirt flow and shear)
model."

Hamilton and co-worker'™ published a series of review
papers on his work over many years, classified the sediments
in continental zones into nine types, and developed success-
ful geoacoustic models for practical purposes. They derived
empirical relationships to connect sound speed and attenua-
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tion to sediment type (mean grain size or porosity) and fre-
quency. Their empirical models suggest that sound speed is
approximately independent of frequency and the attenuation
of sound in marine sediments increases linearly with fre-
quency over the full frequency range (a few hertz to mega-
hertz) of interest in ocean acoustics. Attenuation values com-
puted with the model of Hamilton and co-worker' ™ are in
reasonable agreement with experimental values at high fre-
quencies (HFs) (>10 kHz) or for finer-grained (soft) sedi-
ments with a high porosity. Their JASA papelrs,3’4 are still
highly regarded today, indicating the importance of their
contribution.

On the basis of the porous nature of marine sediments,
Biot> " and Stoll and co-worker® ™! theorized that the relative
motion of the pore fluid and the sediment frame should lead
to viscous damping of the sound wave. The Biot—Stoll model
predicts that the acoustic attenuation in sediments should ex-
hibit a nonlinear frequency dependence, particularly in sandy
and sand-silt mixture bottoms (we refer to both of these as
sandy seabottoms in the interest of brevity). It also predicts
that the sound speed in these sediments should exhibit strong
nonlinear dispersion. Because of a lack of enough convinc-
ing experimental evidence to support the Biot—Stoll model,
the debate on the frequency dependence of sound attenuation
in the seabottom, especially in sandy bottoms at low frequen-
cies (LFs), has persisted for decades. The small sound at-
tenuation in sediments at LFs prevents meaningful laboratory
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measurements, because the required dimensions associated
with an experiment are at least hundreds or thousands of
meters to achieve a detectable amount of sound attenuation
variation. Thus, few quality LF seabed attenuation data are
available for testing the validity of the visco-elastic model'™
or the poro-elastic model.”™"!

Considering grain-to-grain contacts in marine sediments,
Buckingham'*"? developed a grain-shearing (GS) model to
correlate the extensive HF data sets, published by
Hamilton'™ and others, and the physical properties of the
sediments. The GS theory has recently been extended to a
new version (designated as the VGS theory) to include the
effects of the viscosity of the molecularly thin layer of pore
fluid separating contiguous glrains.14 At lower frequency, the
sound speed dispersion curve and the frequency dependence
of sound attenuation in marine sediments predicted by the
VGS theory are similar to those of the Biot model. At HF, the
VGS speed dispersion curve approaches those of the GS
theory asymptotically; the VGS attenuation frequency depen-
dence at high frequency is close to f! but the Biot depen-
dence is close to f12.

Apparent in the extant published experimental data in
water-saturated sands, the sound speed dispersion is signifi-
cantly greater than that predicted by the Biot—Stoll model
with constant coefficients. In order to explain this, Chotiros
and Isakson'’ proposed the BICSQS model, an extension of
the Biot—Stoll model. The extension uses a physical model of
the grain-to-grain contact, which includes squirt flow and
shear drag, to compute the frame moduli.

In recent years, a number of careful studies have offered
some data to support the Biot—Stoll model and demonstrated
the inadequacy of the visco-elastic model.'®™" Reference 18
cites a complete lack of experimental data for p-wave attenu-
ation at frequencies below 1 kHz, and Ref. 19 notes that the
largest difference between model and data occurs at the low-
est frequencies. Isakson and Neilsen” indicated that infer-
ences on sediment properties from reflection measurements
at HFs are by themselves insufficient to predict broadband
behavior. However, seabed inversions that employ reflection
data that include a 1-decade band about the sound speed
transition region (from LF to HF) successfully predict the
dispersion, the attenuation, the normal reflection coefficient,
and the shear speed over a 4-decade band (100 Hz—1 MHz).
In order to reveal the physics of sediment acoustics based on
the recent published data, broadband data-model compari-
sons have been made in many papers.n_21 In the compari-
sons, however, there were no LF sound attenuation data as a
constraint.

A LF database would be helpful for analyzing the phys-
ics of sound propagation in the marine sediments, and for
broadband data-model comparisons. Kibblewhite published
a comprehensive review paper in 1989 with a special empha-
sis on the LF attenuation of sound in marine sediments. At
that time, the LF-field data for sandy bottoms were very
limited. Since then, the accumulation of LF attenuation data
has progressed. The need for supplementary attenuation data
below 2 kHz and the availability of new measurements
prompted the current study to analyze and summarize rel-
evant LF-field measurements by the SW acoustics commu-
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nity. The relevant SW measurements, conducted in 20 loca-
tions in different coastal zones around the world, include
bottom reflection loss, TL, and broadband pulse propagation.
The various analyses involve normal-mode spatial filtering,
inferences on dispersion, transition range of sound propaga-
tion decay laws, vertical coherence of reverberation/
propagation, signal time series spreading, matched-field pro-
cessing (MFP), and Hankel transform methods. The results
were summarized and presented at the 149th and 151st meet-
ings of the Acoustical Society of America.”*** This paper
attempts to explore whether the various analyses of these LF
data can provide additional insight on this subject. Holmes et
al® recently published a short review letter on nonlinear
frequency dependence attenuation in sandy sediments. In
contrast to this previous work, the current study discusses the
details of how we obtain the LF-field-inverted attenuation
values from data analysis or communications with original
authors. Additionally, we provide most of the numerical val-
ues of bottom attenuation obtained from our data review/
analysis rather than only the slope of the bottom attenuation
with frequency.

Most of the inverted LF sound speed and attenuation in
this paper were obtained from long-range acoustic field data
for which the surficial sediment layer with a thickness on the
order of a few wavelengths plays the dominant role. Many
inversion methods treated the seabed as a fluid half-space
without sediment layer-structure information. Thus, it would
be better to interpret the LF-field-inverted bottom sound
speed and attenuation values, as well as the Biot parameter
values presented in this paper, as the average acoustic prop-
erties of an effective medium equivalent to sandy bottoms.
While the proposed half-space model does not consider the
effects of layering and sediment gradients, the effective prop-
erties derived from long-range (sub-critical angles) field
measurements both exhibit a high degree of consistency and,
moreover, are to a fidelity needed in many applied problems.

According to Hamilton,3 “a geoacoustic model is de-
fined as a model of the real seafloor with emphasis on mea-
sured, extrapolated, and predicted values of those properties
important in underwater acoustics and those aspects of geo-
physics involving sound transmission.” Following this defi-
nition, the paper is organized as follows: Section I deals with
the motivation/background of this paper. The LF-field mea-
surements that resulted in the inference of a nonlinear fre-
quency dependence of bottom attenuation are described in
Sec. II. Some comments on the geoacoustic inversion meth-
ods used to make the inferences on the attenuation values are
also briefly discussed. All the sound attenuations and sound
speeds in the sandy bottoms, inferred from LF measured data
and discussed in Sec. II, are summarized as a function of
frequency in Sec. III. The inferred sound speeds and attenu-
ations derived from 20 sites are compared with the Biot—
Stoll model in Sec. IV with emphasis on the extrapolated and
predicted values of the effective Biot parameters that are
important for LF sound transmission and sediment acoustic
modeling in SW. A combination of the LF data with the
SAX99 data'® and other mid-frequency to HF measurements
is given in Sec. V, offering a reference data set on sound
speed and attenuation in the 50-400 000 Hz band. The
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broadband data-model comparisons and discussions are also
given in Sec. V. This section shows that there is a pressing
need to obtain high quality data of sound speed and attenu-
ation in seabottoms that cover the LF- to HF transition band.
Finally, Sec. VI summarizes and discusses the results of this

paper.

Il. LF SHALLOW-WATER MEASUREMENTS

This section summarizes LF measurements, the geoa-
coustic inversion methods, as well as the inversion results
from 20 locations with sandy and sandy mixture bottoms that
have a sound speed higher than the speed in the adjoining
water, along with what supporting data are available. Among
the first 12 locations, 10 of them are in the Yellow Sea and
the East China Sea. (The results from the other two locations
are used to compare with the results obtained from the China
seas using similar inversion methods.) The other eight loca-
tions are in the eastern coastal zones of the United States.
Numerical values of the sound speed and attenuation for
each site are presented. The averaged values over different
locations will be provided in Sec. III.

In general, the sound attenuation in the sediment may
exhibit complex frequency dependence over a broadband.
For our effective medium model, it is assumed that in a given
frequency band, the attenuation can approximately be ex-
pressed by an empirical form of a power law

a=kyf" dB/m, (1)

where f is frequency in units of kHz. The logarithm of both
sides of Eq. (1) is taken, and then the least-squares method is
used to curve-fit the LF-field-inverted bottom attenuation
data to obtain the values of the constants &, and n, and their
standard deviations (that represent only the curve-fit uncer-
tainty, not any of the other uncertainties in the measurements
or methods).

A. Frequency dependence of bottom reflection loss
at small grazing angles from three sites in the
Yellow Sea

For a homogeneous half-space, the bottom reflection co-
efficient V(9,f) is approximately”® ="

o(Nv,

—In|Vy|=const, ¥, =9=

0=9=9,

—In|V(9,f)| = (2)

(SR

Here 1 is the grazing angle and 9, is the critical angle. Q(f)
is the reflection loss gradient (Np/rad) at grazing incidence.
The bottom reflection loss (dB) at small grazing angles is

20 log|V(f, 9)| = 8.6860(f) 9. (3)

If the bottom attenuation is expressed by Eq. (1), and the

shear wave in the sediment is neglected, then one can
. 26-29,75

obtain

J. Acoust. Soc. Am., Vol. 125, No. 5, May 2009

Bottom loss parameter Q, Yellow Sea
15 ‘ ‘ ‘ ‘ ‘ : : :

O site1
O Site2 | | |
A site 3

—— 4 =0.35{ %% dB/m, fin kHz

Bottom Reflection Parameter Q

} } L L L
200 300 400 500 600
Frequency (Hz)

FIG. 1. (Color online) Reflection loss gradient Q vs frequency at three sites
in the Yellow Sea.
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where « is the sound attenuation (dB/m) in the bottom and f
is frequency in kHz. ¢, and ¢, are the sound speeds (km/s) in
the water and the bottom, respectively. p,, and p, are the
densities (kg/m?) in the water and the bottom, respectively.

If the bottom attenuation depends linearly on frequency,
as the Hamilton model predicts, the frequency exponent in
Eq. (1) is unity (n=1). In this case Q in Egs. (3) and (4)
should be independent of frequency. However, experimental
measurements often show Q increasing with frequency. Fig-
ure 1 shows the values for Q obtained from three different
sites (designated in this paper as sites 1-3) in the Yellow
Sea.**? From modal measurements and dispersion analysis,
the sound speed in similar sediments in the vicinity of these
three sites has been derived. The ratio of the sound speed in
the bottom to the water sound speed at the water/sediment
interface is about 1.056.>*° With this sound speed ratio, the
best match between the measured LF Q values and the pre-
dictions of Eq. (4) requires that the bottom attenuation at
sites 1-3 is

a=(0.35 % 0.03)139%01D) 4B/m, (5)

=0.0366 (4)

where f is frequency in units of kHz. Theoretical Q values
obtained from the average bottom attenuation given by Eq.
(5) are plotted in Fig. 1 by a solid line. Two dashed lines in
the figure express the regression uncertainty.

B. The second transition range of decay laws in
Pekeris model (north of Elba Island in the
Mediterranean Sea)

The Pekeris waveguide consists of an isospeed water
layer over an isospeed half-space bottom. Average sound in-
tensity as a function of range in the Pekeris isovelocity SW
can be divided into four regions with different “decay
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FIG. 2. (Color online) Transition from one decay law to another in the
Pekeris SW waveguide.

126,36,37 R . .
laws’ as shown in Fig. 2. The average sound intensity

in four propagation regions can be expressed (the sound ab-
sorption in the water column is omitted) by the
following.?**%7

(A)  For ry<r<r, spherical spreading region ~r~2,

4 1
A(r) _ ln|V0| }"2 ( )
(B)  For r; <r<r,, cylindrical spreading region ~r~!,
29,1
Ip(r)=—=-. 7
s(r) =" (7)

(C)  For r,<r<rs, three-halves law region ~r~3?,

T 1
Io(r) = \/Q—Hﬁ. (®)

(D)  For r>rs, single mode (first mode) decay region,

27 1 Qmr
ki P e |

ID(”) = (9)

Three transition ranges in the Pekeris model are defined
py?63637

__H (10)
" v,
H
) Q_ﬁf (11)
KH?
r3 Q7T2’ (12)

where H is the water depth and k is wave number. In general,
the three-halves law region is of common interest in SW and
was first derived by Brekhovskikh.*®

Using the experimental data collected from a
SACLANTCEN trial zone (designated site 4 in this paper),
north of Italian Elba Island (H=110 m) during winter with a
quasi-isovelocity profile, Murphy and Olesen® offered con-
vincing evidence for the three-halves law. Their experimental
results showed that from about 2 to 35 km the standard de-
viation from the three-halves law for 20 one-third octave
bands is less than 1 dB. Figure 3 is copied from Fig. 6 in
Ref. 39, summarizing the transitions from one decay law to
another for the winter data collected from site 4. In this area,
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FIG. 3. Transitions between decay laws for the winter data at a site north of
Elba Island (from Ref. 39).

at 400 Hz, the normal-mode attenuation increases abruptly
around the 17th mode (see Fig. 9 in Ref. 40). This means that
the equivalent critical angle of seabottom reflection in this
trial zone is about 17°, i.e., ¥.=16.7°, ¢;/c,,~1.044. Using
this value of the critical angle and the second transition range
(from the cylindrical law to three-halves law shown in Fig.
3) in Eq. (11), one can derive the reflection loss gradient Q as
a function of frequency shown in Fig. 4. Again, Q at small
grazing angles increases with increasing frequency. The best
match between the second transition range-derived Q and the
frequency dependence given by Eq. (4) implies that the bot-
tom attenuation for the site north of Elba Island is

a=(0.45 = 0.02)182+099) 4B/m, (13)

where f is frequency in units of kHz. The solid line in Fig. 4
is obtained from Eq. (4) with the averaged bottom attenua-
tion given by Eq. (13). Two dashed lines represent the curve-
fit uncertainty.

C. Bottom sound attenuation vs frequency from
normal-mode measurements

1. Gulf of Mexico

Ingenito41 first used measured individual mode attenua-
tion coefficients in SW to deduce the bottom attenuation for

Parameter Q from north of the Italian Island of Elba
2.5 ‘ ‘ ‘ ‘ ; :

O  From 2nd transition range i
@ =0.45¢182 4B/m, fin kHz | |
|
|

Bottom reflection parameter Q

‘
|
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|
‘
|
)
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FIG. 4. (Color online) Reflection loss gradient Q vs frequency at a north site
of Elba Island.
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FIG. 5. Dispersion waveform of an explosive signal at 7.4 km from the
source location. Abscissa is the arrival time relative to the first 5-kHz ar-
rival.

two frequencies of 400 and 750 Hz. The measurements were
conducted in an area of the Gulf of Mexico (designated site 5
in this paper) about 20 km off Panama City, FL. There the
water depth is about 30 m, and the seabed consists of sand.
The acoustic normal modes were separated by two methods:
a temporal method based on the differing group velocities of
the modes and a spatial filtering method based on their ver-
tical pressure distribution. Measured normal-mode attenua-
tions required an 7> frequency dependence of the bottom
attenuation to fit the measured data, i.e.,

a=0.50f"" dB/m, (14)

where f is frequency in units of kHz. In Ref. 41 the density
and sound speed in the bottom were determined from a bot-
tom reflection experiment at 3.5 kHz by Ferris and
Kuperman.42 The sediment density was determined to be
pp=1.8 g/cm®. The sound speed ratio at the bottom-water
interface was determined to be about 1.034. These param-
eters were not inverted from an independent LF measure-
ment.

2. In the Yellow Sea

Both bottom sound speed and attenuation were simulta-
neously deduced from broadband measurements for ten one-
third octave bands (80—800 Hz) at two sites (designated sites
6 and 7 in this paper) in the Yellow Sea by Zhou™ and Zhou
et al.>® The bottom at these two sites is very flat. The mean
grain sizes of the surficial sediments at these sites are
0.0492 mm (4.35¢) and 0.0892 mm (3.49¢), respectively.
Figure 5, reproduced from Fig. 1 of Ref. 35, shows the re-
ceived waveform dispersion at a distance of 7.4 km from the
explosive source. The water depth is 28.5 m. The time series
implies that for a given frequency the mode group speed
depends on mode order. The arrival time difference between
modes 1 and 2 at a given distance r is given by
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1

1
ATIZ(f):{Vz_(f)_Vl_(f)}ran(f)r' (15)
g 8

For a given mode, the mode group speed depends on
frequency. For example, for the first mode, the arrival time
difference between a higher frequency (Hi) and a lower fre-
quency (Lo) is proportional to distance,

1 1
Vafo)  Vor(fm)

ATy, (f) = [ ]r: Ky (f)r. (16)

The two slopes (gradients), K, and Kj;, in Egs. (15)
and (16) are sensitive to the sound speed in the bottom. If the
sound speed profiles in water column c,, and bottom density
pp are known, the values of K;, and Ky; can be used to
invert for the bottom sound speed cb,33’35 from the expression
for the modal group speed43

H o0
V= k,.<pwf U (2)Pdz + pbf |UZ(Z)|2dZ>
0

H

f |UL”(Z)|2>
X w|:pwfo ( C%V(Z) dz
o -1
+p—§f |Ufj(z)|2dz” , (17)
CpJ hH

where k, and U,(z) are the eigenvalue and eigenfunction,
respectively, of the nth mode. Figure 6, reproduced from Fig.
6 of Ref. 33, shows the arrival time delay between LF and
HF signals for the first mode [K; in Eq. (16) is expressed by
K] in Fig. 6]. At a given range, the experimental data (dots)
are averaged values obtained from the waveforms produced
by five explosive charges. The purpose of re-showing Fig. 6
here is to address an important issue that is often encoun-
tered in dispersion-based geoacoustic inversion. If an analog
filter or MATLAB’s “filter” command is used in the dispersion
analysis for broadband signal (such as explosive) data, a
least-squares fit to the data would yield a time intercept of
ATy(f), as shown in Fig. 6. Compared with the theoretical
prediction in Eq. (16), the experimental dispersion data (such
as Fig. 6) often result in a false relation

1 1
A = - r+A
THL(f) |: Vgl (fLo) Vgl (in) :| " TO(f)
=Ky (f)r+ ATy (), (18)

which involves an instrumentation error, AT, (f). It is caused
by a fact that a filter often has a different response time
(phase shift) for different central frequencies. In such a case,
if only one time-frequency diagram at a given range (such as
Fig. 5) is used to invert sound speed in the bottom, the filter
phase shift, corresponding to AT, (f), may cause an unaccept-
able error.

From the slopes shown in Fig. 6, Zhou™ inverted for
sound speed in the bottom at two sites in a frequency range
of 50-800 Hz. The sound speed ratio at the water/sediment
interface is about 1.056.
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FIG. 6. The mode 1 arrival time delay, AT(f), between LF and 6.3 kHz as a
function of range at site 7 with a time intercept of AT,(f) (site B from Ref.
33, ©1985 Acoustical Society of America).

After the sediment sound speed is extracted from mode
dispersion measurements, the only unknown quantity in the
expression for mode attenuation is the sediment attenuation.
From the data/model comparison for the attenuation of an
individual normal mode, Zhou™ inverted bottom attenuation
as a function of frequency for sites 6 and 7 in the 80—800 Hz
band. As discussed in Ref. 33, the higher the signal fre-
quency, the larger the measurement error for the dispersion-
inverted bottom acoustic parameters. Thus, only data in the
80—500 Hz band are used for describing the bottom attenu-
ation at these two sites. The averaged attenuation from sites
6 and 7 is listed in Table I. Using a power law fitting, it can
approximately be expressed by

a=(0.38 = 0.08) 47013 dB/m, (19)

where f is frequency in units of kHz.

3. “Speed-attenuation coupling” in TL-only based
inversions

Here we discuss an important issue on the seabed geoa-
coustic inversion in SW: speed-attenuation coupling. This
concept will be used in Secs. Il G and II M, and in Sec. IV.

The attenuation factor B, of the nth normal mode in SW
can be expressed43

® foc pp(2)alz)
ann 0 Cb(Z)

According to the WKB approximation, it can alternatively
and approximately be expressed in terms of a bottom reflec-
tion coefficient V(1) as

In|V(9)]
S,

Bu(w) = |U,(2)|dz. (20)

Bﬂ(,ﬁ) =

For waveguide modes with small grazing angles, using Eq.
(4) one has

9 21e)(py/ )
00 _ _ 0366~/ olpu) o o Dy
Sn [1 - (Cw/cb) ] f Sn

(21)

1811(1911) ==

where 1, is a grazing angle of the nth mode ray; S, is the
cycle distance of nth mode and is mainly controlled by the
sound speed profile in the water column. The LF sound TL in
SW is controlled by modal attenuation factors (i.e., energy
loss in the seabottom). Equations (20) and (21) show that, for
a set of given single frequency modal attenuation factors, an
increase (decrease) in bottom sound speed can be compen-
sated for by an increase (decrease) in bottom attenuation.
Thus, if only sound energy loss such as TL or mode attenu-
ation is used to invert seabottom attenuation, one must have
ground truth measurements on sound speed in the bottom as
an inversion constraint. Otherwise, the inverted attenuation
might involve unacceptable errors. We call this speed-
attenuation coupling in TL-only bottom geoacoustic inver-
sion. The sound speeds in the bottom at sites 6 and 7 were
independently derived from LF mode measurements, and
then used as a constraint for the inversion of sound attenua-
tion in bottom. Thus, it was the first time that both broadband
bottom sound speed and attenuation were deduced from the
same LF-field measurements at two SW sites.

D. Geoacoustic inversion from the Yellow Sea 1996
experiment

1. Sound speed from the maximum correlation
between the measured and predicted waveforms;
attenuation from transmission loss

The first joint China—United States underwater acoustic
experiment was conducted in 1996 in the Yellow Sea where
the water depth is 75 = 1 m with a strong thermocline. A core

TABLE I. Bottom attenuation inverted from modal measurements at sites 6 and 7.

f (Hz) 80 100 125 160
a (dB/m)  0.0022  0.0059  0.0108  0.0137

200 250 315 400 500
0.0186  0.0274  0.0388 0.0571 0.1136
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TABLE II. Bottom attenuation at Yellow Sea 1996 site (site 8a).

f (Hz) 200 600 1000 1200 1500
a (dB/m) 0.0139 0.1059 0.2710 0.4234 0.6144

analysis of the seabed constituents implies that the surface
sediment in this area (designated site 8a in this paper) can be
categorized as fine sand-silty sand. The mean grain diameter
of the sediment M;=0.0643 mm (3.96¢). During the TL
measurements, the sea surface was smooth.

The geoacoustic inversions of the Yellow Sea 1996 data
by Li and Zhang44 and Rogers et al® exploited the avail-
ability of data taken on a vertical array. The approach was to
compare the measured and modeled waveforms produced at
each hydrophone in the array from a source at the relatively
short range of 2.6 km. The theoretical time series waveforms
were obtained from the normal-mode model by Fourier syn-
thesis. The average sediment sound speed at the Yellow Sea
1996 site, inverted from the time waveform correlations, is
1587.5 m/s in the 200—1000 Hz range. The sound speed ra-
tio at the water-sediment interface is 1.073. With this bottom
speed as a constraint, the best match between measured and
numerical TL, requires the values listed in Table II for the
attenuation of sound in the bottom at five frequencies. Using
power law fitting, the bottom attenuation in a frequency
range of 200—1500 Hz can be approximately expressed by

a=(0.29 * 0.01)A189%099 gB/m, (22)

where f is frequency in units of kHz.

2. Sound speed from broadband cross-spectral
density matrices and modal dispersion; attenuation
from transmission losses

Wan et al*® used a cross-spectral density matrix
(CSDM) method, mode dispersion characteristics, and TL for
the seabed geoacoustic inversion from the Yellow Sea 1996
data (designated site 8b in this paper). Broadband signals
measured on a vertical line array from an explosion at long
range were used to form the CSDM for extracting the depth
function of normal modes.*” Then the bottom sound speed
and mode eigenvalue were inverted from the best match be-
tween measured and theoretical depth functions of the nor-
mal mode. The CSDM-inverted sound speed in the bottom at
100 Hz is 1588.1 m/s. The arrival time differences between
modes 1-3 were also used to derive the bottom speed at
150-400 Hz. This resulted in an average bottom sound
speed of 1588.3 m/s. The average speed ratio at the bottom-
water interface, obtained from two methods, is 1.074 for the
100—-400 Hz range.

The broadband TL data were carefully analyzed as a
function of range, frequency, receiver depth, and azimuth in

speed as a constraint, the best match between the measured
and the modeled TL, obtained from hydrophones located
both below and above the thermocline, resulted in sound
attenuations in the bottom for the Yellow Sea 1996 site (site
8b) that are listed in Table III. Using the power law fitting,
the bottom attenuation at site 8b in a 80—1000 Hz range can
be expressed by

a=(0.36 = 0.03)195+09) 4B/m, (23)

where f is frequency in units of kHz.

E. Geoacoustic inversion from the Yellow Sea 2002
experiment

The Yellow Sea 2002 experiment was conducted at three
sites in the Yellow Sea.*® Two sites (designated sites 9 and 10
in this paper) are in the vicinity of site 6 (cf. Sec. I C 2) The
bottom at site 9 is silty sand; site 10 is a sandy-clay mixture.
To account for the different sensitivities of acoustic field pa-
rameters to seabed acoustic parameters, Li and Zhang48 com-
bined several inversion methods to invert for acoustic param-
eters in the bottom: (1) The characteristic impedance (ppc},)
of the bottom was inverted from bottom vertical reflection
coefficients; (2) the reflection-inverted bottom characteristic
impedance was used as a constraint in the MFP inversion
method to obtain sound speed in the bottom at short source
ranges where the MFP was sensitive to sediment sound speed
but less sensitive to attenuation in the bottom; (3) then, with
inverted density and sound speed in the bottom as a con-
straint, measured TL data from all hydrophones (located
above or below the thermocline) were used to infer the sedi-
ment sound attenuation.

In a frequency range of 70—200 Hz, the inverted sound
speed ratios at the bottom/water interface at sites 9 and 10
are 1.069 and 1.045, respectively. The inverted bottom at-
tenuations from sites 9 and 10 are listed in Table IV. By
using power-law fitting, we have the following.

For site 9,

=032+ 0.02)/%8*007 4B/m  for 100 — 1000 Hz

and
a=(0.28 = 0.01)£ 1799 4B/m  for 100 — 2000 Hz.
(24)
for site 10,

a=(0.28 = 0.02)/22*9%) 4B/m for 100 — 1000 Hz

and

a=(0.25 * 0.01)£>19=0% 4B/m  for 100 — 2000 Hz,

L o 25)
two radial directions up to 55 km and along a quarter of a (
circle with a radius of 34 km. With the inverted bottom where f is frequency in units of kHz.

TABLE III. Bottom attenuation at Yellow Sea 1996 site (site 8b).

f (Hz) 80 100 125 160 200 315 400 500 630 800 1000
a (dB/m) 0.00229 0.00402 0.00639 0.00912 0.02258 0.02189 0.04138 0.06503 0.08055 0.13892 0.18636 0.44271
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TABLE IV. Bottom attenuation inverted from Yellow Sea 2002.

Site 9
f (Hz) 100 200 300 400 500 600 700 800 900 1000
a (dB/m) 0.003 75 0.0150 0.045 0.050 0.100 0.128 0.166 0.190 0.236 0.313
f (Hz) 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
a (dB/m) 0.344 0.405 0.488 0.508 0.525 0.580 0.701 0.743 0.736 0.825
Site 10
f (Hz) 100 200 300 400 500 600 700 800 900 1000
a (dB/m) 0.001 28 0.007 69 0.0269 0.0410 0.0577 0.0846 0.126 0.164 0.196 0.244
f (Hz) 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
a (dB/m) 0.310 0.369 0.433 0.485 0.539 0.656 0.806 0.900 0.999 1.128

F. Geoacoustic inversion from the ASIAEX site in the
East China Sea

The Asian Sea International Acoustic Experiment (ASI-
AEX) was conducted in 2001 in the East China Sea where
the water depth is about 104 m.* The core analysis shows
that the sediment at this area (designated site 11 in this pa-
per) is very fine sand-silty sand. The mean grain diameter
over the entire ASIAEX area is 0.043 mm (4.54 ¢); close to
the receiving array, the grain diameter is 0.090 mm (3.47 ¢).

1. Geoacoustic inversion based on modal filtering,
dispersion analysis, and transmission loss

Using normal-mode spatial filtering and dispersion
analysis, Peng et al®® derived a bottom density of
1.82 g/cm?® and a bottom speed of 1607 m/s at the ASTAEX
site™ (sound speed ratio=1.058 for 50 and 200 Hz). With the
inverted LF bottom sound speed and density as constraints,
the bottom attenuation was inverted from measured TL in a
frequency range of 100—500 Hz. The results are listed in
Table V, and are approximately expressed as

a=(0.19 = 0.02)/15*09%) 4B/m, (26)

where f is frequency in units of kHz.

2. Geoacoustic inversion from a combination of MFP,
bottom reflection, and vertical coherence of
sound propagation

Using the MFP inversion, combined with bottom verti-
cal reflection coefficients and vertical correlation of sound
propagation, Li et al.’" derived the following bottom acoustic

parameters: density=1.86 g/cm?; sound speed=1610 m/s in
100-200 Hz range (the sound speed ratio=1.060); the sound
attenuations in the seabed for frequencies in the range
100-600 Hz are also listed in Table V. With the power-law
fitting, it can be expressed by

a=(0.34 = 0.04) 18009 4B/m, (27)

where f is frequency in units of kHz.

3. Geoacoustic inversion from reverberation vertical
coherence

From reverberation vertical coherence (RVC) measure-
ments, Zhou et al.” derived the average bottom speed and
attenuation at the center of the ASTAEX area within a radius
of 9 km. The reverberation measurements were conducted at
the same location on June 3 and June 5, 2001. The pair of
bottom sound speed and attenuation values for which the
numerical RVC curves best match the experimental RVC
data in a least-error-squared sense is determined using a nu-
merical search. The average value of sound speed in the
bottom, inverted from RVC measurements on June 3 and
June 5, is 1612 m/s (sound speed ratio of 1.061). The sound
attenuation in the bottom, inverted from two RVC measure-
ments, exhibits a nonlinear frequency dependence in the fre-
quency range of 100—1200 Hz. From the RVC measurement
made on June 3, the inverted sound attenuations are listed in
Table V. It can be approximated as

a=(0.31=0.11)A134*927 4B/m  for 100 - 600 Hz

and

TABLE V. Bottom attenuation at the ASIAEX site in the East China Sea. (Site 11).

Peng et al.”
f (Hz) 100 200 300 400 500
a (dB/m) 0.005 0.015 0.032 0.047 0.056

Li e al.®

f (Hz) 100 200 300 400 500 600
a (dB/m) 0.0050 0.0199 0.0466 0.0745 0.0901 0.1230

Zhou et al.‘
f (Hz) 100 200 300 400 500 600 700 800 1000 1200
a (dB/m) 0.0055 0.0134 0.0312 0.0320 0.1360 0.1386 0.1106 0.0864 0.2220 0.2316

“Reference 50.
PReference 51.
“Reference 52.
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TABLE VI. Bottom attenuation at site 12 in the East China Sea.

f (Hz) 30 50 80 100 160 200

250 300 350 400 450 500 600 700 800

a (dB/m) 0.00038 0.001 06 0.00271 0.00424 0.01084 0.01693 0.02645 0.0381 0.0518 0.0676 0.0855 0.1054 0.1516 0.2056 0.2678

a=(0.20 = 0.04) 157019 4B/m  for 100 — 1200 Hz,
(28)

where f is frequency in units of kHz.

4. Geoacoustic inversion using decoupling inversion
method

A decoupling inversion method was employed by
Knobles et al.™*** to estimate the surface sediment sound
speed based on the ASTAEX time series data for 50-350 and
350-500 Hz bands. The inversion resulted in a sound speed
of 1605-1621 m/s for a top sediment layer thickness of
6.7 m at the ASIAEX site. The averaged sound speed is
1613 m/s (sound speed ratio of 1.062). The best fit between
predicted and measured time series in the 50—500 Hz band
requires that the bottom attenuation at the ASIAEX site has
the following value (see Table II of Ref. 53):

a=0.56f>" dB/m, (29)

where f is frequency in units of kHz. The different frequency
exponents of sound attenuation from one site may reflect
uncertainties and errors, cased by different measurements
and methodologies in different frequency bands.

G. Geoacoustic inversion from the wideband
transmission loss at a site in the East China Sea

Using a simulated annealing algorithm, Knobles et al.>
inverted bottom sound speed and attenuation from the broad-
band TL in the 25-800 Hz band, acquired at a location in the
East China Sea (designated site 12 in this paper). The experi-
mental site was centered at 29°05°N, 126°43’°E. It was about
65 km south of the ASIAEX site (site 11). Knobles et al.>
reviewed and combined the geophysical survey data by dif-
ferent groups, and concluded that the first layer of sediments
at sites 12 and 11 had similar properties. They constructed an
approximate ground truth description of the seabed as a fine
to medium sand sediment with a sand content ranging from
65% to 80%. The porosity was about 45%, average grain size
was on the order of 3.3¢, densities ranged from
1.7 to 1.95 g/cm?, and surface sound speed ranged from
1590 to 1655 m/s.

Five representations of seabed cases (models) with dif-
ferent combinations of hypothetical frequency dependence of
the sound speed and attenuation were tested in the analysis
of the multi-frequency octave average TL data taken at site
12.% Two cases with linear frequency dependence of seabot-
tom attenuation were rejected by the existing geophysical
data. Only those cases (cases 2, 4, and 5) that had a nonlinear
frequency dependence of attenuation led to a reasonable
data/model comparison. Resultant bottom attenuations as a
function of frequency, derived from five cases, were given in
Fig. 7b in Ref. 53. Although cases 2, 4, and 5 all gave a
reasonable match with the data, in this paper we adopt the
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result of case 5, because it is a modified Biot model with a
more solid physical base. The broadband TL data/model
comparison in case 5 required the bottom attenuation to vary
as 0.99f%% in a frequency range of 30—800 Hz. The sound
attenuation in the bottom at site 12 exhibits a similar fre-
quency dependence as the attenuation data obtained from
sites 1-11, but the attenuation magnitude is larger at site 12.
One possible reason is the higher bottom speed ratio of 1.11,
i.e., due to the speed-attenuation coupling in the TL-only
based inversion, discussed in Sec. II C 3. The site is about
65 km south of the ASIAEX experimental location. These
two sites have similar bottom properties. Thus, the speed
ratio at site 12 should be close to 1.06, obtained from site 11
by four different groups using different LF-field characteris-
tics. Figures 8 and 12 will also indicate that the average LF
sound speed ratio in sandy bottoms is around 1.061 = 0.009
(cf. Sec. III B) with no apparent speed dispersion at LFs.
Based on these considerations, changing the speed ratio from
1.11 to 1.06 and keeping mode attenuation rates and TL data
unchanged, the broadband TL data/model comparison in case
5 will result in a “normalized” bottom attenuation shown in
Table VI for site 12. It can approximately be expressed by

a=0.42f>% dB/m, (30)

where f is frequency in units of kHz.

H. Geoacoustic inversion in an area, south of Long
Island, NY

A number of measurements on TL were conducted in an
area 40 nm (75 km) south of Montauk, Long Island, NY
(designated site 13 in this paper) with a water depth of
55-60 m.”* The bottom is known to consist of medium
grain size sand. All of the TL measurements were made un-
der downward refracting conditions in the water column.
Broadband sources were used in measurements in 1965 and
1967, and narrowband sources at 1000 and 500 Hz were
used in 1991 and 1992 measurements. An earlier analysis of
the acoustics measurements found a good agreement in data-
model TL comparisons at higher frequencies for a fluid half-
space model of the seabed with the attenuation linear with
frequency. However, modeled TLs at 100 and 500 Hz, ob-
tained from a bottom model that matched the higher fre-
quency measurements on the basis of a linear extrapolation,
were much larger than the measured TL data.

Two sediment sound speed measurements (a LF modal
dispersion measurement and a HF core measurement) taken
in the vicinity of the test area showed evidence of frequency
dispersion.ss’56 The LF (100 Hz) measurement showed a
sound speed ratio of 1.050,>> while the HF (400 kHz) core
measurement showed an averaged speed ratio of 1.13.%°
Thus, instead of the traditional homogeneous fluid or solid
representation of the seabed with a linear frequency depen-
dence of bottom attenuation, Tattersall, Chizhik, Cole, and
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TABLE VII. Bottom attenuation at the south of Montauk, Long Island, NY (site 13).

f (Hz) 50 80 100 125 160

a (dB/m) 0.0016 0.0039 0.0059 0.0090 0.0143
f (Hz) 700 800 900 1000 1200
a (dB/m) 0.2265 0.2840 0.3443 0.4063 0.5325

0.0220

0.7194

200 250 300 315 400 500 600
0.0337 0.0477 0.0524 0.0822 0.1244 0.1729
1500 1600 2000 3000 4000 5000
0.7799 1.0105 1.5214 1.9809 24133

DiNapoli (TCCD) (Ref. 56) used a Biot geoacoustic model
to redo the analysis of experimental data. The Biot geo-
physical parameters they chose are listed in Table X labeled
by TCCD. A porosity of 0.43 was obtained from saturated
density measurements of core samples. Both pore size (3.0
X107 m) and permeability (1.25X107!") for the Biot
model were adjusted to match measured TL for 1.0-3.5 kHz.
The bottom attenuation obtained from the Biot model with
these Biot parameters is listed in Table VII. Numerical TL
based on the Biot model with TCCD parameters is in good
agreement with the 1965 and 1967 broadband measurements
from 100 to 8000 Hz as well as with later 500 and 1000 Hz
narrowband measurements in 1991 and 1992. With the
power-law fitting, the bottom attenuation (listed in Table VII)
in the New York Bight in a frequency range of 50—1000 Hz
can be expressed by

a=(0.44 + 0.01)186=00D gB/m, (31)

where f is frequency in units of kHz.

. Geoacoustic inversion on the continental shelf off
New Jersey

Evans and Carey59 also argued that the extrapolation of
bottom attenuation with an assumption of linear frequency
dependence would result in a disagreement between predic-
tions and measurements on sound TL. The measurements
were conducted on the continental shelf off New Jersey, near
AMCOR borehole 6010 (designated site 14a in this paper).
The bottom was characterized as sandy. The water depth was
about 73 m. TL measurements, taken in 1988 and 1993 along
the same cross slope track, were examined in a frequency
range of 50—1000 Hz. The bottom attenuation at 50 Hz in
this area was determined by Badiey et al.®® (see Table I of
Ref. 60). With the value of the bottom attenuation at 50 Hz,
the calculated TL was in good agreement with measured TL
at 50 and 75 Hz. However, computed TL at higher frequen-
cies, based on a geoacoustic model with a linearly extrapo-
lated sediment volume attenuation, was much lower than
measured. Evans and Calrey59 found that a geoacoustic model
with a nonlinear frequency dependence of bottom attenuation
could provide a good fit to data for frequencies between 50
and 1000 Hz. The best fit between predictions and TL data
from separate years’ measurements required that the sound
attenuation in the top 5 m layer of bottom for the
50-1000 Hz had the following value:

a=0.29f"7 dB/m, (32)

where f is frequency in units of kHz.

Dediu et al.® recently reexamined the TL data from the
same measurements in this site (designated site 14b). Exten-
sive comparisons between measured and calculated TLs for
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frequencies between 400 and 1000 Hz showed that the sound
attenuation in the upper sediments can be expressed by25’61

a=(0.34 = 0.10)£135+015 gB/m, (33)

where f is in kHz.

J. Bottom attenuation inverted from sound
transmission loss in the Strait of Korea

The experiment called the Acoustic Characterization
Test III was performed in the oceanographically complex
Strait of Korea in August and September of 1995 (designated
site 15 in this paper).62 Bottom sampling and sub-bottom
surveys coupled with archival geophysical information pro-
vided the basis for the geoacoustic depth profiles of sound
speed, density, and attenuation. The bottom was a sandy
sediment. Using the sediment compressional wave sound
speed profiles, the measured bathymetry, and the water sound
speed as input parameters, Rozenfeld et al. 62 found that good
agreement was obtained between measured and calculated
narrowband TLs with an attenuation profile with a f'8 fre-
quency dependence in the near sediment-water interface
layer. This power law was determined by using an effective
attenuation coefficient and a least-squares comparison of cal-
culated and measured sound transmissions of five narrow-
band tones between 47 and 604 Hz. The resulting geoacous-
tic model was used to compare measured and calculated
broadband sound transmissions and signal spreads, and ex-
cellent agreement was found. In the study, grab sample mea-
surements yielded a sound speed ratio of 1.08 =0.01 and a
density of 1.89+0.03 kg/m?. (The sound speed ratio was
not obtained by an independent LF inversion method. Only a
HF could be used for sound measurement for a grab sample.)
The sound attenuation in the top layer of sediments in the
Strait of Korea was expressed by62

a=0.28f1% dB/m, (34)

where f is frequency in kHz.

K. Bottom attenuation from the complex pressure
field vs range in Nantucket Sound, MA

Using data from an autonomous underwater vehicle-
towed hydrophone array and a coherent synthetic aperture
Hankel transform method, Holmes et al.® inverted sound
attenuation in the bottom at a site in the Nantucket Sound,
MA (designated site 16 in this paper). The seabed at site 16
is described as a sandy bottom. The porosity of sediments is
0.49, the mean grain size is 0.115 mm (3.12 ¢), and the
water depth is 13 m. The Hankel transform-inverted sound
attenuations in the seabed at site 16 are listed in Table VIII
and can be expressed by a power law
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TABLE VIII. Bottom attenuation in Nantucket Sound, MA (site 16).

f (Hz) 220.5 415 635 823 1031 1228
a (dB/m) 0.0177 0.0521 0.1680 0.1209 0.2627 0.3859
a=(0.25 * 0.04) /1735029 4B/m, (35)

where f is frequency in units of kHz.

L. Sound attenuation in the sediments at the SW06
site on the New Jersey continental shelf

A comprehensive SW 2006 experiment (SW06) was
conducted on the continental shelf off New Jersey. Using two
L-arrays and the combustive sound source (CSS) as well as
continuous wave (CW) signals in 50—3000 Hz, Knobles er
al.* inverted sound speed and attenuation in the bottom at
this site (designated site 17 in this paper). On the propagation
track along a sand ridge, sediment grain sizes lie between 0.8
and 1.5¢, placing them in the medium-to-coarse sand cat-
egory. The LF signal arrival structure is sensitive to sound
speed and layer structure. The LF interferences between nor-
mal modes as a function of range are also sensitive to sound
speed in the bottom. These facts were used to derive the
sound speed in the bottom from the best match between mea-
sured and modeled CSS time series and mode interference
patterns. The average sound speed in the top sediments layer
(about 3 m in thick) is about 1650 m/s; in the second layer
of 20 m the speed is about 1590 m/s. Using the LF inverted
bottom sound speed as a constraint the sound attenuation in
the bottom was derived from TL data. The inverted attenua-
tion data in a frequency range of 53—2003 Hz are listed in
Table IX. The attenuation can be expressed by

a=(0.42 + 0.05)1 74000 4B/m  for 53 - 503 Hz
=(0.61 = 0.06)£2*997 4B/m  for 53 -2003 Hz, (36)

where f is frequency in units of kHz. Here, we might again
find the speed-attenuation coupling at higher frequencies (f
>700 Hz): A top 3 m layer sediment with a high sound
speed ratio results in higher bottom attenuation.

M. Bottom attenuation inverted from transmission
loss off Daytona Beach, FL

Experimental and predicted TLs from several SW sites
were compared by Beebe et al.®® The predicted loss was
obtained using a normal-mode model with the bottom attenu-
ation calculated using the Biot sediment model. The bottom
attenuation was predicted to vary as f1' for a site off Day-
tona Beach, FL (designated site 18 in this paper) having a
medium-to-coarse sand bottom (the mean grain size was 0.85
¢ and the porosity was 0.38). The agreement between mea-
sured and predicted TLs was acceptable for frequencies from
100 to 600 Hz. From a TL data/model comparison, the

bottom attenuation for the site off Daytona Beach, FL. was
expressed by65

a=2.096f"7° dB/m, (37)

where f is frequency in units of kHz.

The authors obtained a nonlinear frequency dependence
for the bottom attenuation that is similar to sites 1-17. How-
ever, the magnitude of sediment sound attenuation they ob-
tained was much higher than obtained for sites 1-17. It might
be also due to the speed-attenuation coupling problem in the
TL-only-based inversion, discussed in Sec. II C 3. The high
sound speed of 1723 m/s (sound speed ratio of 1.126), ob-
tained from seismic-refraction analysis (which might be from
a very LF and for much deeper bottom), was used for the TL
data/model comparison that resulted in much higher bottom
attenuation amplitudes.

Based on the following physical considerations, we sug-
gest using a lower speed ratio to get normalized bottom at-
tenuation from same set of TL data at site 18. (i) Our experi-
mental data shown in Fig. 8 indicate that the LF sound speed
ratio at the bottom-water interface for sandy bottom, includ-
ing the medium-to-coarse sand, is between 1.04 and 1.08
with an average value of 1.061 +0.009. (ii) Beebe er al.®
used the Biot model to get the bottom attenuation for TL
data/model comparison at site 18; the sound speed, however,
was not calculated from the Biot model. The seabottom at
this site is medium-to-coarse sand with a porosity of 0.38.
(iii) Two measurements at the SAX99 site with a similar
sediment (porosity=0.385) resulted in average speed ratios
of 1.055+0.010 at 125 Hz and 1.049+0.033 at 400 Hz."”
Direct measurements at the SAX04 site with a similar sandy
bottom resulted in the average speed ratio of 1.046—1.068 for
600, 800, and 1000 Hz.*® Changing the speed ratio from
1.126 into 1.06-1.08 (upper values shown in Fig. 8) and
keeping TL and normal-mode attenuation rates unchanged
[cf. Egs. (21) and (22)], the broadband TL data/model com-
parison at site 18 may result in a normalized bottom attenu-
ation a=(0.740—1.115)f"7® dB/m in the 100—600 Hz range.

N. Bottom attenuation inverted at the New England
Bight

Potty et al.’” used long-range sediment tomography
techniques to invert for sound speed and attenuation at a
location in the shelf-break region in the Middle Atlantic
Bight south of New England (designated site 19 in this pa-
per). The data were obtained from the Shelf Break Primer
Experiment, conducted in August 1996. The sound speed in
the bottom was estimated using a hybrid inversion scheme
based on the dispersion behavior of broadband acoustic
propagation (with 0.82 kg explosive charges). This inversion
scheme is a combination of a genetic algorithm and the
Levenberg—Marquardt method. They reported that the sound
speed in the bottom had a strong positive gradient (see Fig.

TABLE IX. Bottom attenuation at the SW’06 site on New Jersey shelf (site 17).

f (Hz) 53 103 203 253 303
a (dB/m) 0.002 78 0.007 52 0.025 51 0.0379 0.0466

403 503 703 953 1153 1503 2003
0.0779

0.1596 0.3977 0.8253 0.9559 1.3759 1.7470
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19 in Ref. 67). In the top 5 m layer of the sediment the
average sound speed was 1590.8 m/s (speed ratio=1.073).
The sound attenuation values in the sediments were esti-
mated based on modal amplitude ratios, received at 40 km
away from the source. They were 0.00098, 0.0012,
0.001 49, and 0.0019 dB/m for 30, 40, 50, and 60 Hz, re-
spectively. The frequency band might be too narrow to offer
a frequency dependence of the bottom attenuation. However,
the bottom attenuation magnitudes at site 19 match the at-
tenuation values obtained from sites 1-17, and much smaller
than that extrapolated from Hamilton empirical model with
an assumption of linear frequency dependence.

0. Sound attenuation in the sediments at SWARM 95
site off the New Jersey coast

Applying MFP-based optimal and Bayesian inversion
techniques to air gun data collected from the Shallow Water
Acoustics in the Random Media (SWARM’95) experiment,
Jiang et al.®® inverted the geoacoustics parameters at the
SWARM’95 site on the New Jersey shelf (designated site 20
in this paper), including sound speed and attenuation in the
sediments. The frequencies spanned two LF bands: 35-90
and 120-180 Hz, centered at 65 and 150 Hz, respectively.
Sediment p-wave attenuation was given in the form of a
maximum posterior estimate and its 95% credibility interval
at each frequency band. The inverted sound attenuations in
the sediments (excluding shear wave effects) are
0.005 36 dB/m for 65 Hz and 0.024 98 dB/m for 150 Hz
(averaged from Tables V and VII in Ref. 68). A little higher
value of the constant coefficient might partly be caused by a
higher sound speed ratio of 1.14 at the water-sediment inter-
face, i.e., by the speed-attenuation coupling discussed in Sec.
IIcC3s.

lll. SUMMARY OF LF ATTENUATIONS AND SOUND
SPEEDS IN SANDY SEABOTTOMS

A. LF sound attenuation

The LF-field-derived sound attenuations (all are un-
normalized original data from above-discussed papers) in
sandy bottoms, obtained from 20 locations in differential
coastal zones around the world, are presented in Fig. 7. Al-
though all the inversion methods unavoidably involved their
own uncertainties, the effective attenuation data derived from
different LF characteristics at the 20 locations with sandy
bottoms exhibit similar nonlinear frequency dependence. The
majority of the attenuation amplitudes from different loca-
tions (except site 18) are so similar that many data symbols
for some locations cannot be seen in the figure, because they
cover each other. For comparison, the two f! frequency de-
pendences shown in this figure (black dotted lines) are based
on Hamilton’s empirical formula:** @=0.679f! dB/m and
a=0.138f" dB/m (f in kHz). Hamilton®* classified the sedi-
ments in continental zones into nine types. According to
Hamilton’s empirical prediction,3’4 the sound attenuation for
most of fast sediments in continental zones (types 1-7, i.e.,
from coarse sand to sandy-clay bottom) should fall between
these two f! lines. The LF derived attenuation data do match
Hamilton’s prediction3’4 very well around 1 kHz. However,
the LF bottom attenuation, derived from different data and
analysis techniques, exhibits an apparent nonlinear frequency
dependency in a frequency range of 50-2000 Hz. Also
shown in Fig. 7 is frequency dependence that varies as f'-8
(black solid line).

A currently available directly-measured bottom attenua-
tion data set below 2 kHz, obtained by Turgut and
Yamamoto'® from the cross-hole tomography experiment in
saturated beach sand, is also plotted in Fig. 7. It is readily

LF sound attenuation in seabottom from 21 locations

Bottom attenuation ( dB/m )

\site 1. J.X. Zhou, YS
. J.X. Zhou, YS
. J.X. Zhou, YS
.J.X. Zhou, N. Italian Elba island
. F.Ingenito, Gulf of Mexico
. J.X. Zhou, YS
7.J.X. Zhou, YS
8a. F.H. Lielal, YS
8b. LWan ctal, YS
9.ZL. Lietal, YS
10.ZL. Lietal, YS
11a. ZH. Peng et al., ASIAEX, ECS
11b. Z.L. Li et al., ASIAEX, ECS
11c. J.X. Zhou et al., ASIAEX, ECS
11d. D.P. Knoblc ct al., ASIAEX, ECS
12. D.P. Knoble, ECS
~~~~~~~~~ 13. J.M. Tattersall et al., S.Long Island,NY
*  14a. R.B. Evans et al., The NJ shelf
W 14b. S.M. Dediu et al., The NJ shelf
©  15. 1. Rozenfeld et al.,The Strait of Korea
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FIG. 7. (a) and (b) LF sound attenuation vs frequency in sandy bottoms from 21 sites.
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FIG. 8. (Color online) LF sound speed ratio vs frequency in sandy bottoms
from nine sites.

apparent that all the LF bottom attenuation data shown in
Fig. 7, obtained from 21 locations, exhibit strong nonlinear
frequency dependence.

B. LF sound speed ratio

Among sites 1-20, there were 7 sites where the sound
speeds in the seabed were obtained from independent LF
inversion methods by 11 research groups (and using a half-
space bottom model). All the data (53 data points) were ob-
tained from sites 611 in the Yellow Sea and the East China
Sea, except one at 100 Hz from New York Bight, south of
Long Island (site 13). The sound speed ratios are plotted in
Fig. 8 by red symbols. Because the sound speed in the top
layer of sediment may vary with the seasonal variations of
temperature in the water column near the bottom,69’70 it is
more appropriate to use sound speed ratio, instead of the
bottom sound speed itself.

Figure 8 shows that the sound speed ratios at the water-
sediment interface, inverted from the LF measurements, are
1.04—1.08. The mean value, averaged over 53 data points in
a frequency range of 100—1000 Hz, is 1.061 with a standard
deviation of *0.009. (The mean value and STD averaged
over 47 data points in a frequency range of 50-600 Hz are
the same.) However, these LF measurements do not exhibit
sound speed dispersion. Sound speed dispersion for f
<1 kHz may not have been observed because (1) most of
the 50 data points are in 50—600 Hz range (47 points), (2)
the Biot model shows that the speed dispersion in sandy
bottoms in 50-600 Hz range is very weak or does not exist
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(see Figs. 10 and 12), and (3) speed dispersion in sandy
bottoms below 1 kHz is too weak to be precisely inverted by
those inversion methods; in general, the higher the fre-
quency, the larger the error of geoacoustic inversion in SW
will be, i.e., the sound speed inversion may be masked by
uncertainties in geophysical parameters (especially water
depth and SSP) for /> 600 Hz.

Williams et al." reported the LF sound speed ratios at
125 and 400 Hz, obtained from the SAX99 site with a sedi-
ment porosity of 0.385. Hines et al.% reported the speed
ratios in the bottoms at the SAX04 site (that was near the
SAX99 site), obtained from direct time-of-flight measure-
ments along all three Cartesian axes at 600, 800, and
1000 Hz. For comparison, the LF speed ratio data from the
SAX99 and SAX04 are also plotted in Fig. 8 by black sym-
bols. The speed ratio below 1000 Hz, averaged over the LF-
field-inversion data (53 points), the SAX99 data (2 points),
and the SAX06 data (9 points), is around 1.062 %+ 0.010.

IV. COMPARISON OF LF RESULTS WITH THE
BIOT-STOLL MODEL

Following Hamilton’s definition for the seafloor geoa-
coustic model,' and using the LF measurements shown in
Sec. II1, this section discusses extrapolated and predicted val-
ues of the Biot parameters in the effective medium of sandy
bottoms that are important for sound transmission and sedi-
ment acoustic modeling.

Several representative data sets for the Biot geophysical
parameters in sandy bottoms have been published and are
listed in Table X. Each data set is referred by the authors as
initials. The Biot parameters in the column labeled TCCD
were used by Tattersall et al.*® to match the many years of
measurements of both broadband and narrowband TLs in the
New York Bight, south of Long Island. (The bottom consists
of medium grain sized sand.) The parameters in the column
labeled TY were used by Turgut and Yamamoto'® to match
their in situ cross-hole measurements on sound speed and
attenuation in homogeneous, unconsolidated sands in the
1-30 kHz band. In the column labeled WJTTS in Table X
are the parameters reported by Williams et al.” from the
Sediment Acoustics Experiment of 1999 (SAX99) in the
Gulf of Mexico, where the Biot parameters of the sediments
were extensively measured by using both traditional and
newly developed methods. The column labeled “Historical”
summarizes the range of Biot parameters by Stoll for sandy
sediments.”" The pore size is not listed in several columns in
Table X. In such cases, it is calculated by the relationship

= \/—802'(“. (38)

In the basic Biot theory, it is largely three parameters
that control the fluid motion that results in the nonlinear
dispersion that is important in the coarser granular sedi-
ments. These are the permeability «,, the porosity 3, and the
tortuosity «ay, which define the necessary amount of “added
mass” in the Biot—Stoll model. These three parameters define
the pore-size parameter by Eq. (38). Data/model compari-
sons (trials) tell us that the LF sound speed ratio is most
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TABLE X. Input parameters to Biot model.

BB fit
Symbols Units TCCD TY Historical WITTS LF fit (A) (B)
y
Bulk properties
(1) Porosity, 8 0.43 0.44 0.36-0.47 0.385(0.415) 0.42 0.39 0.45
(2) Grain density, p, (kg/m?3) 2650 2650 2650 2690 2690 2690 2690
(3) Fluid density, (kg/m?3) 1024 1000 1000 1023 1023 1023 1023
Ys Pr g
(4) Grain bulk modulus, K, (Pa) 3.6x 100 3.6x 10" (3.6-4.0) X 10° 3.2x 10 3.2x 10" 3.2x 10 3.2x 10"
(5) Fluid bulk modulus, K, (Pa) 2.38x 10" 2.3x10° (2.0-2.3) X 10° 2.395Xx10°  2395x10° 2395x10° 2.395X10°
Fluid motion
(6) Viscosity, kg/m s 0.001 01 0.001 0.001 0.001 05 0.001 05 0.001 05 0.001 05
Y. 7 g
(7) Permeability, «, (m?) 1.25% 107" 1.75x 107" (0.65-10.0)x 107" 250x 107" 1.0x 107" 23x107"  0.5x 1071
(8) Pore size, a (m) 3.0X107° 5.2X107° (1.00-5.00) X 1073
(9) Tortuosity of sediment, «, 1.75 1.25 1.00-1.25 1.35 (1.12) 1.35 1.25 1.45
Frame response
(10) Frame shear modulus, 10 (Pa) 5.0x107 2.4x107 (2.61-11.9) X 107 2,92 107 2.92x107  292x10"7  292x107
(11) Shear log decrement, &, 0.02 0.0477 0.00-0.15 0.0616 0.0616 0.0616 0.0616
(12) Frame bulk modulus, K, (Pa) 5.0 107 5.2x107 (4.36-43.6) X 107 436 107 436X 107  423X107 436X 107
0
(13) Bulk log decrement, & 0.02 0.0477 0.00-0.15 0.0477 0.0477 0.0477 0.0477
g b

sensitive to the porosity of sediment and is less sensitive to
the permeability and tortuosity. The LF sound attenuation is
most sensitive to the permeability of the sediment and is less
sensitive to the porosity and tortuosity. Thus, the porosity of
0.42 and the permeability of 1.0 X 107! were determined as
the values that provide the best match between the Biot
model and the LF inverted attenuation and speed ratio shown
in Figs. 7 and 8. The other 11 Biot parameters are same as
those from the SAX99 measurement.'’

The Biot parameters in the column labeled “LF fit” in
Table X produce the Biot model results for the sound attenu-
ation and speed ratio as a function of frequency shown in
Figs. 9 and 10, respectively. The data/model comparisons
show that the Biot model matches LF sound attenuation in
sandy bottoms in a frequency range of 50—2000 Hz. Neither
the sound speed data nor the predictions of the Biot model
predict sound speed dispersion at lower frequencies. All the

LF attenuation data-Biot model comparison, 21 locations

Bottom attenuation ( dB/m )

10°

Frequency ( kHz )

FIG. 9. Comparison between the LF bottom attenuation data (21 locations)
and predictions based on the Biot theory.
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Biot parameters, labeled “LF fit” in Table X for our model-
ing, are derived from the LF-field inversion and the SAX99
measurements. These parameters are consistent with either
theoretical considerations or historical experimental mea-
surements. Therefore, the sound attenuation and speed in the
effective medium equivalent to sandy bottoms, inverted from
LF SW acoustics measurements, may imply a solid physi-
cally based model for the actual medium. The average LF
sound speed and attenuation, obtained from 20 locations, are
in good agreement with the physics-based Biot model. Thus,
they naturally satisfy the Kramers—Kronig relationship be-
tween the frequency dependence of the sound speed and at-
tenuation.

For more clarity, the averaged LF-field-inverted sound
attenuation from sites 1-20 is listed in Table XI as a function
of frequency. The numbers of available data sets for the av-

11

1.08

1.06

Sound speed ratio

1.04

1.02

Frequency ( kHz )

FIG. 10. (Color online) Comparison between the LF sound speed ratio data
(nine locations) and predictions based on the Biot theory.
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TABLE XI. The average sound attenuation in sandy seabottoms.

f (Hz) 50 80 100 125 160
a (dB/m) 0.001 75 0.003 30 0.005 98 0.008 78 0.015 10
Data sets (7) (7) (15) (5) (10)
f (Hz) 600 630 700 750 800
a (dB/m) 0.145 15 0.184 79 0.188 88 0.236 60 0.223 65
Data Sets (12) 9) (12) 6) (12)

200 250 300 315 400 500
001978 002950 004271 004368 007012  0.10926
(19) ©) (15) ®) (19) (19)
900 1000 1200 1500 1600 2000
027511 036504 047193 075464  0.67210  1.177 68

™ (13) ®) (©) ©) )

erage are also listed. Using the power-law fitting, the average
attenuation in sandy seabottoms can approximately be ex-
pressed as the following nonlinear frequency dependence:

a=(0.37 = 0.01)A180=992) 4B/m  for 50— 1000 Hz
or
a=(0.35+0.01)£1 78002 4B/m  for 50— 2000 Hz,
(39)

where f is frequency in units of kHz.

The sound attenuation in the sandy bottoms, averaged
over sites 1-20, as a function of frequency is shown in Fig.
11 by circles. Theoretical prediction by the Biot model with
the parameters listed in a column labeled “LF fit” in Table X
is also shown in Fig. 11 by a solid line. They are in very
good agreement. It is interesting to note that these Biot pa-
rameters are very close to TCCD parameters listed in Table
X that successfully predicted many years’ measurements of
TL for both broadband and narrowband in the New York
Bight, south of Long Island™ (also see Sec. II H).

For the data-model comparisons, in this section we have
used the normalized attenuation for sites 12 and 18. If the
bottom attenuations at sites 12 and 18 are not normalized
with a speed ratio of 1.06, the resultant bottom attenuations,
averaged over 20 locations, are plotted in Fig. 11 by
x-markers. The power-law fitting to x-markers will result in
a=(0.42+0.02)189=009 4B/m for 50-1000 Hz and «
=(0.38 £ 0.02)/1 74003 4B/m for 50—2000 Hz, where f is
in units of kHz. To match the un-normalized data shown in

Sound attenuation ( dB/m )

T — bl B p o o b - b i - - R

10 Biot model, "LF fit" in Tab. 10F

td Biot model,pore size=3.0E-05:

4 “--i--9--rrirr| O Av. LF field-inverted data |

10 L Lo I TR R R I ]
10

10°
Frequency ( Hz)

FIG. 11. (Color online) Comparison of the average LF inverted sound at-
tenuation, obtained from sites 1-20, with the Biot model.
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Fig. 11, a small change in the permeability from 1.0
X 107" to 1.1 107" is sufficient. That is, with or without
the normalization of seabottom attenuation for sites 12 and
18, the conclusions are nominally identical.

It is interesting to note that above 1000 Hz, the average
LF inverted attenuations are slightly smaller than the Biot
model prediction. This can be explained by the speed-
attenuation coupling described in Sec. II C 3. In general,
most of the LF inversion methods in this paper derived bot-
tom sound speeds in the 50-500 Hz range. The Biot model
predicts that the sound speed should increase with increasing
frequency around 1 kHz. Applying a (lower) sound speed
obtained from LFs to HF inversion may result in lower val-
ues of sound attenuation in the bottom. Thus, the field-
inverted attenuation is less reliable for frequencies above
1000 Hz. One may increase the tortuosity or pore size listed
in a column of “LF fit” to a higher value to obtain a perfect
match with all the data shown Fig. 11, including data above
1000 Hz. As an example, using a pore size of 3.0 X 107 in
the Biot model instead of Eq. (38) will yield a theoretical
curve as shown in Fig. 11 by the dashed line. However,
increasing the pore size or tortuosity needs to be justified
(constrained) by quality sound speed dispersion data in the
LF to HF speed transition band, because the Biot model with
a larger pore size or tortuosity predicts a smaller sound speed
dispersion.

V. A REFERENCE BROADBAND DATA SET FOR
SANDY BOTTOMS IN A FREQUENCY RANGE OF
50-400 000 Hz

A. The LF data are consistent with the SAX99 and
other mid-to high-frequency measurements

In the fall of 1999, a comprehensive field experiment
named “SAX99” (Sediment Acoustics Experiments) was
conducted in the Gulf of Mexico near Fort Walton Beach, FL.
(referred to as SAX99 site)."*’>”® The top 1-2 m of the
sediment at the SAX99 site was composed of a coarse-to-
medium sand containing numerous small shell fragments.
During the SAX99 experiment, the Biot parameters of the
sediments were extensively measured by using both tradi-
tional and newly developed methods. The sound speed over a
frequency range of 125 Hz—400 kHz and attenuation over a
frequency range of 2.6—400 kHz were measured by scien-
tists from different institutions. The data are unique both for
the frequency range spanned at a common location and for
the extensive environmental characterization. Williams et
al." summarized the results on sound speed and attenuation
measurements, discussed possible effects of the uncertainties
of measured environmental parameters on sound speed and
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Broadband speed data from 12 locations
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FIG. 12. Broadband sound speed ratio in sandy seabottoms, and data/model
comparison. Blue with and without uncertainty bars: SAX99 data (Ref. 19)
and SAX04 (Ref. 66); other colors: LF-field-derived data from seven loca-
tions of this paper; black: from mid-frequency to HF direct measurements
(see text for details). The Biot parameters for models A and model B are
listed in Table X.

attenuation, and made a comparison between the experimen-
tal data and predictions based on the Biot theory of porous
media. The data in Figs. 3 and 4 in Ref. 19, obtained by
different groups with different methods, will be used as a
benchmark data set for sound attenuation and speed ratio in
the mid-frequency to HF band. This paper will compare the
LF data from sites 1-20 with the SAX99 results. The main
purpose of doing this is to (1) validate the LF-field-derived
seabed sound speed and attenuation; (2) see if we can ex-
trapolate and predict the values of LF bottom sound speed
and attenuation from mid-frequency to HF measurements by
the Biot model; and (3) offer a reference broadband data set
of sound speed and attenuation for sandy bottoms, either for
practical field prediction in SW or for theoretical research on
sediment acoustics.

The SAX99 data are shown in Figs. 12 and 13 by blue
symbols with uncertainty bars. The LF-field-derived data are
plotted by other color symbols. Figure 12 shows that the
sound speed ratios at 125 and 400 Hz, obtained from the
SAX99 measurement, are within the range of the LF data.
Figure 13 shows that the LF sound attenuation in sandy bot-
toms, obtained from sites 1-20, and the SAX99 data are
smoothly joined. For comparison, the speed ratio and attenu-
ation measurements from the cross-hole tomography experi-
ment of Turgut and Yamamoto'® are shown in Figs. 12 and
13 by black up-triangles. The Biot parameters at the cross-
hole experiment site are listed in Table X. The sound speed
ratio at the water-sediment interface, obtained near Marciana
Marina on the north side of Elba Island, Italy by Maguer et
al.”’ using a parametric source and a buried hydrophone ar-
ray, is shown in Fig. 12 by black squares. The sediments at
this site were classified as medium sand with a permeability
of 1.7X10™"" m? and a porosity of 45.8%. The measure-
ments of Simpson et al™ using a buried vertical synthetic
array in St. Andrews Bay, FL are shown in Figs. 12 and 13
by black circles. The sound speed ratio at the SAX04 site,
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FIG. 13. Broadband sound attenuation in sandy seabottoms, and data/model
comparison. Blue with uncertainty bars: SAX99 data (Ref. 19); other colors:
LF-field-inverted data from 20 locations; black: from mid-frequency to HF
direct measurements (see text for details). The Biot parameters for models A
and B are listed in Table X.

obtained by Hines et al.®® using direct time-of-flight mea-
surements along all three Cartesian axes, are also indicated in
Fig. 12 with blue symbols. These HF measurement sites have
sandy bottom properties that are similar to those at the LF-
field measurement sites.

B. Data-model comparison for the broadband data

The sound speed ratios and attenuations, calculated from
two sets of the Biot parameters labeled “BB fit” in Table X,
are shown in Figs. 12 and 13. All of the broadband data for
sound speed ratio and attenuation are covered by (or close to)
these two theoretical curves. However, using the broadband
data, data-model comparisons show that, with one set of ad-
justable input parameters, the Biot model may perfectly
match either the broadband speed dispersion or broadband
attenuation, but not both. That is, there seems to be a prob-
lem if one tries to extrapolate mid-frequency to HF results
for LF-field applications by using the Biot model (or the
Hamilton model).

C. Future LF geoacoustics inversions at a shallower
site are critical

The data-model comparisons have shown that both the
effective LF sound speed and attenuation reported in this
paper can be described well by the Biot—Stoll model.”™"!
(Comparisons to the Buckingham VGS model'* or the
Chotiros BICSQS model'” can equally well be made using
the LF data presented in this paper.) The Biot model also
reasonably predicts the measurement variation for broadband
speed dispersion and the frequency dependence of sound at-
tenuation in sandy bottoms (see Figs. 9-13 for the data-
model comparisons). The LF-field-inverted data satisfy the
Kramers—Kronig relationship. However, the LF and HF com-
bined broadband data do not. Comparing with the broadband
data shown in Figs. 12 and 13, these models either underes-
timate dispersion or overestimate LF sound attenuation. Pos-
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sible explanations include the following: (1) The LF data and
the mid-frequency to HF data were not collected from the
same site. Sediments at many LF inversion sites are fine sand
or sand-silt mixture. The sediments at the SAX99, SAX04,
and other HF experiment sites are coarser sand. Thus, using
a unique set of the geophysical parameters to fit both mid-
frequency to HF data and the LF-field-derived data might not
be appropriate in general. (2) Sound propagation in sedi-
ments might need different physical models for the LF and
HF regions. (3) Some of the Biot parameters might be de-
pendent on frequency. (4) The sound speed dispersion in
most of the sandy and sandy mixture bottoms might not be as
strong as the SAX99/SAX04 (or TY) group reported. (5) A
key problem is that we lack convincing experimental data,
obtained from one site in a frequency band that covers a
portion of the LF to HF speed/attenuation transition regions
to firmly support these geoacoustic models. The SAX99
group had a difficulty obtaining attenuation data below
2600 Hz; the LF-field inversions did not exhibit speed dis-
persion. The LF inverted sound speed and attenuation data
were less reliable with increasing frequency, as discussed
below.

It is well known that for resolving sound propagation
problems in SW, one may add a “hidden depth” AH to a real
water depth H, then use a pressure-release boundary to re-
place a real seabottom.”””> In such a case, the effective
water depth can be expressed by

(p/pw) N
[1 - (cw/cb)z]ll2 2 ’
(40)

P
Hy=H+AH=H+—\=H+
4

where ¢, and c,, are sound speed in the bottom and water,
respectively, and A\ is the acoustic wavelength in the water.
(P is the phase of equivalent seabed reflection coefficient.) If
we take p,/p,,=1.8, and let ¢,/c,, vary in a range 1.03-1.12
(below 3 kHz), for most of sandy bottoms in SW, the hidden
depth AH will vary only about half of the wavelength be-
tween 1.20N and 0.64\. Possible shear waves in sediments
only modifies AH by a factor of [1-2(c,/c,,)*]?, where ¢, is
the shear wave speed.75’76 For most of sediments, the effect
of the shear wave is negligible.

In the authors’ opinion, almost all of seabed geoacoustic
inversion methods are sensitive to the modal eigenvalues
used to invert for values of the sound speed in the bottom
(MFP, Hankel transform, mode dispersion, signal interfer-
ence, etc.). The modal eigenvalues are mainly determined by
the sound speed profile in the water column and the effective
water depth (H.=H+AH). The geoacoustic inversion for
sound speed in the bottom is to measure (determine) small
variations of the modal eigenvalues that are caused by dif-
ferent hidden depth AH (i.e., different sound speed ratios). If
a real water depth H is much larger than a hidden depth AH,
the modal eigenvalues will be less sensitive to the variation
of AH (sound speed in the bottom). The shallower the water
depth (a smaller H) or the lower the frequency, the more
reliable the geoacoustic inversion results. Besides, if a real
depth H is smaller, for a given frequency (wavelength), there
will be fewer modes (to be processed). In the wave number
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domain, wave numbers will have relatively larger separa-
tions, and in the time domain, arrival time differences for
different modes will be relatively larger. In such a case, the
eigenvalues (and decay rates) of normal modes will be more
sensitive to the variation of effective water depth, i.e., more
sensitive to the sound speed (attenuation) in the bottom. Un-
fortunately, most geoacoustic inversion experiments have
been conducted in areas with relative larger water depths,
which only allow one to successfully invert for sound speed
and attenuation in the bottom for the lower frequencies.

Based on above discussions, it will be desirable to con-
duct a LF geoacoustic inversion experiment at a shallower
area (such as the SAX99 site) where the water depth is less
than 20 m. At a shallower area, experimenters may exten-
sively measure the Biot parameters of the sediments as well
as the sound speed and attenuation in the bottom at mid-
frequencies to HFs. The LF inversion group may offer more
reliable data for sound speed and attenuation in a frequency
band that covers a portion of the LF to HF speed/attenuation
transition regions that will be very critical to sediment acous-
tic modeling.20 Such high-fidelity data might shed more light
on the decades-lasting debate on seabed geoacoustics mod-
els.

VI. SUMMARY AND DISCUSSION

This paper has analyzed and reviewed SW field mea-
surements at LFs that have revealed a nonlinear frequency
dependence of sound attenuation in the effective medium
equivalent to sandy and sandy mixture seabottoms. The mea-
surements were conducted at 20 locations in different coastal
zones around the world.

The sound speed and attenuation in the effective seabot-
tom medium, inverted from the LF-field measurements with
different methods, have been analyzed and summarized in a
frequency range of 50—2000 Hz. The sound speed ratios at
the water-sediment interface, inverted from the LF-field mea-
surements at seven locations, are in 1.04—1.08 range. The
averaged value is 1.061 =0.009 (see Fig. 8). Although all the
inversion methods unavoidably involved their own uncer-
tainties, the sound attenuations in sandy bottoms exhibit
similar magnitudes and a similar nonlinear frequency depen-
dence (see Figs. 7, 9, and 11). It can be expressed by «
=(0.37+0.01)180+092 4B/m in 50— 1000 Hz range, where
f is in units of kHz.

Both the LF-field-derived effective sound speed and at-
tenuation in the sandy bottoms can be well described by the
Biot—Stoll model with parameter values that are consistent
with either theoretical considerations or historical experi-
mental measurements for sandy seabed. (See Table X and
Figs. 9-11 for the LF data comparison with the Biot model.)
Comparisons to the Buckingham VGS model* or the
Chotiros BICSQS model'® can equally well be made using
the LF data presented in this paper.

The possible speed-attenuation coupling problem in
seabottom geoacoustic inversions was addressed. It shows
that, if acoustic energy losses such as the incoherent TL or
modal decay law are used to derive the sound attenuation in
the seabed, one should first have an accurate value of the
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sound speed in the seabed (and density), independently de-
rived from LF measurements, as a constraint. A possible er-
ror in dispersion-based inversion made at one distance,
caused by the filter phase shift, is also discussed in the paper.

The LF effective sound speeds and attenuations of the
sandy bottoms are smoothly joined with the SAX99/04
benchmark data for mid-frequencies and HFs and also match
Hamilton’s plrediction]_3 on sound attenuation very well
around 1 kHz. A combination of the LF data with the
SAX99/04 data as well as other mid-frequency to HF mea-
surements offers a reference broadband data set of sound
speed and attenuation for sandy bottoms in SW in a fre-
quency range of 50—400 000 Hz. The resultant broadband
data on sound speed and attenuation are within or close to
theoretical curves calculated by two sets of parameters of the
Biot—Stoll model. Numerical studies reveal that these models
with one set of adjustable input parameters can perfectly
match either the broadband speed dispersion or attenuation,
but not both. If both the inverted LF data and the SAX data
are deemed reliable, these models seem to underestimate the
broadband sound speed dispersion or overestimate the LF
sound attenuation of sandy bottoms. Possible reasons have
been discussed.

In this paper the total sound TL in SW was assumed to
be due to “effective” p-wave attenuation in seabottom, in-
cluding the intrinsic absorption in the seabed material, sound
scattering due to sediment spatial inhomogeneities, and so
on. The possible shear wave effect in sandy sediments was
assumed to be unimportant. Possible scattering losses due to
sea surface or bottom roughness, biological life, or internal
waves within the water column were not taken into account.
Fortunately, most of the LF inversion measurements pre-
sented in this paper were made under downward refracting
conditions in the water column with negligible sea surface
effects for long-range sound propagation. The possible bio-
logical and internal wave effects with frequency selectivities
can often be separated from normal sound propagation. Pos-
sible speed/attenuation gradient profiles in the bottom may
change apparent frequency dependence of the LF-field-
derived sound speed and attenuation values in the
seabottom.”’” Most of the inverted LF data for sound speed
and attenuation were obtained from long-range acoustic field
data for which the surficial sediment layer with a thickness
on the order of a few wavelengths plays the dominant role.
Thus, it would be better to interpret the bottom sound speed
and attenuation values as well as the Biot parameter values
presented in this paper as “effective/equivalent” or “aver-
aged” values in the effective medium of the top layer of the
sandy bottoms. Chapman78 indicated that in the case of geoa-
coustic inversion, the inversion techniques are divided
roughly into two types: (1) those which estimate the geo-
physical properties of the seabed as precisely as our models
will allow, and (2) those which estimate parameters of an
effective seabed model that is adequate for predicting the
acoustic field in the ocean. Inversions of type 1 are necessary
to construct a “true” picture of the seabed composition (ac-
counting for layering, gradients, etc.) while inversions of
type 2 may turn out to be more useful for sonar performance
prediction models. The inverted LF effective sound speed
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and attenuation presented in this paper may offer some ref-
erence data for predicting the sonar performance at long
range in SW and for investigating the effective mechanism of
LF sound interactions with the bottom.

Uncertainties of the LF-field-inverted acoustic sound
speed and attenuation from different sites depend on their
own measurements and methodologies. Hopefully, those un-
certainties are close to random and follow a normal distribu-
tion of zero mean; an averaging over many measurements (at
different locations) and many methods may smooth out or
decrease some uncertainties. If so, the resultant LF-field-
inverted sound speed and attenuation from many locations
can reveal/infer some physics of sound propagation in ma-
rine sediments. The LF sound speed and attenuation in sandy
bottoms, reported in this paper, are observed only through a
“window” of the LF sound propagation in SW. This may or
may not represent the actual physics of sound propagation
within marine sediments.

As to the decades-long debate on the speed dispersion
and the frequency dependence of sound attenuation in sedi-
ments, the question is still open. For a critical test, it is de-
sirable to have quality data on sound speed and attenuation
in sediments from one site for a frequency band that covers a
portion of the LF to HF speed/attenuation transition regions.
Thus, a LF inversion experiment together with mid- to high
direct measurements at a shallower area (H~20 m) is pro-
posed.
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This paper applies nonlinear Bayesian inference theory to quantify the information content of
reverberation and short-range propagation data, both individually and in joint inversion, to resolve
seabed geoacoustic and scattering properties. The inversion of reverberation data alone is shown to
poorly resolve seabed properties because of strong multi-dimensional correlations between
parameters. Inversion of propagation data alone is limited by different correlations, but better
constrains the geoacoustic parameters. However, propagation data are insensitive to scattering
parameters such as Lambert’s scattering coefficient. In each case the parameter correlations are
inherent in the physics of the forward problem (reverberation and propagation) and cannot be
overcome by processing or inversion techniques; rather, the inversion of more informative data is
required. This is accomplished here by joint inversion of reverberation and propagation data,
weighted according to their respective maximum-likelihood error estimates. Joint inversion of
reverberation and propagation data collected on the Malta Plateau (Strait of Sicily) resolves both
geoacoustic and scattering properties and achieves smaller uncertainties for all parameters than

obtained by the inversion of either data set alone.
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I. INTRODUCTION

Seabed geoacoustic and scattering properties (bottom
layering, sound speed, density, attenuation, and scattering
strength) represent key environmental inputs for sonar pre-
diction tools. However, these properties are difficult and ex-
pensive to measure by direct methods (e.g., coring). Geoa-
coustic inversion represents a practical alternative based on
estimating in situ seabed parameters from measured acoustic
data. However, geoacoustic inversion represents a nonlinear
problem that is inherently nonunique, and hence it is impor-
tant to quantify the uncertainties of seabed parameter esti-
mates, which can represent the limiting factor in sonar pro-
cessing.

In recent years there has been growing interest in
“through-the-sensor” inversion approaches which are based
on using the same sonar system for data acquisition as in-
tended for performance predictions. Through-the-sensor
methods allow efficient surveying of wide regions and pro-
vide parameter sensitivities that are suited to the application.
Through-the-sensor methods include inversion of short-range
propagation data measured with a towed source-receiver
conﬁgurationl_5 and inversion of long-range reverberation
data.’™"* Both methods have been considered individually in
the past; however, neither short-range propagation data nor
reverberation data contain sufficient information about all
seabed geoacoustic and scattering parameters. In particular,
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the propagation data are insensitive to scattering strength and
are relatively insensitive to seabed attenuation because of the
short propagation range. Further, the dependence of rever-
beration data on scattering and geoacoustic parameters is
complicated by inter-parameter correlations (discussed be-
low). One of the goals of this work is to quantify the im-
provement in geoacoustic and scattering parameter estima-
tion achieved by joint inversion of reverberation and short-
range propagation data measured on the same sonar system.

To date, work on reverberation inversion has concen-
trated on the ability to fit the data with a particular seabed
model, often obtained via optimization, without rigorously
quantifying the uncertainties of the estimated parameters
(i.e., the range of parameter values which acceptably fit the
data). This is of paramount importance since without some
measure of uncertainties, no confidence can be placed in the
model parameters obtained by inversion. A rigorous ap-
proach to uncertainty estimation is particularly important for
problems in which the data depend on combinations of the
unknown parameters. This limits the ability to resolve indi-
vidual parameters, leading to correlated parameter estimates
and increased uncertainties via inversion. Harrison® and
Ainslie'? derived approximate analytic expressions illustrat-
ing that reverberation intensity depends on combinations of
parameters representing scattering strength and seabed re-
flection loss (which itself depends on combinations of geoa-
coustic parameters). However, the actual effects of these cor-
relations in terms of parameter uncertainties via inversion are
not readily apparent from the analytic treatment and require
quantitative inversion analysis. It is important to note that

© 2009 Acoustical Society of America 2867



correlation effects are inherent in the physics of reverbera-
tion and cannot be addressed by data processing or inversion
techniques. To overcome correlations, information must be
added to the problem, either in the form of additional data or
prior information.

This paper applies a nonlinear Bayesian formulation
to the inversion of reverberation and/or short-range propaga-
tion data. Bayesian inversion treats the model parameters as
random variables constrained by measured data and prior
information, with the goal of computing properties of the
posterior probability density (PPD). In addition to optimal
parameter estimation, the rigorous computation of parameter
variances, correlations, and one- and two-dimensional mar-
ginal probability distributions quantifies parameter uncertain-
ties and inter-parameter relationships and provides an under-
standing of the geoacoustic information content of the
inverse problem. Numerical reverberation modeling required
in the inversion is carried out efficiently using the formula-
tion of Harrison,® but substituting a numerical angle integral
that incorporates Lambert’s law scattering and reflection
from layered sediments.

The Bayesian inversion approach is first applied to ex-
amine inter-parameter correlations in reverberation inversion
using simple simulations. Bayesian inversion is also applied
to measured reverberation and short-range propagation data
recorded on the Malta Plateau south of Sicily in the
BASE’04 experiment, with the data sets considered both
separately and in joint inversion. Joint inversion employs a
maximum-likelihood weighting of the two data sets based on
their estimated error statistics (including effects of both
theory and measurement errors). The assumptions of ran-
dom, Gaussian-distributed errors, which define the likelihood
function, are validated using residual statistical tests. The
results indicate that inversion of single-frequency reverbera-
tion data cannot usefully resolve geoacoustic or scattering
parameters due to strong correlation effects. However, joint
inversion of reverberation and short-range propagation data
provides good estimates of Lambert’s scattering coefficient
and seabed sound-speed structure, with significantly better
parameter resolution than achieved by inversion of either
data set alone.

15-17

Il. THEORY AND IMPLEMENTATION
A. Bayesian inversion

This section summarizes a Bayesian approach to geoa-
coustic inversion;*™'" more complete treatments of Bayesian
inference theory can be found elsewhere.'® ' Let d and m
represent random data and model-parameter vectors related
by Bayes rule

P(m|d)P(d) = P(djm)P(m). (1)

For measured (fixed) data, P(d) is a constant factor, and the
conditional data probability P(d|m) is interpreted as a func-
tion of m, known as the likelihood function, L(m)
cexp[—E(m)], where E is the data misfit function (consid-
ered in Sec. II B). Combining the likelihood and prior distri-
bution P(m) to define a generalized misfit
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¢(m) = E(m) —log, P(m), (2)
the PPD can be written as

~ [ exp[— ¢(m’)]dm"’

where the domain of integration spans the parameter space.
The multi-dimensional PPD is typically interpreted in terms
of properties defining parameter estimates, uncertainties, and
inter-relationships, such as the maximum a posteriori (MAP)
estimate, mean model, model covariance matrix, and mar-
ginal probability distributions defined, respectively, as

1 = arg,, {P(m|d)} = arg,,;,{#(m)}, (4)
ﬁl:Jm'P(m'|d)dm’, (5)
Cpn= J (m’ —m)(m’ —m)"P(m’|d)dm’, (6)
P(m;|d) =f S8(m/ —m;)P(m’|d)dm’, (7)

where & is the Dirac delta function and two-dimensional
(joint) marginal distributions are defined in a manner similar
to Eq. (7). Inter-parameter correlations are quantified by nor-
malizing the covariance matrix to produce the correlation
matrix

Rij = le_j/\ Cmiiijj. (8)

Elements R;; are within [~1,1], with a value of 1 indicating
perfect correlation between parameters m; and m;, —1 indi-
cating perfect anti-correlation, and near-zero values indicat-
ing uncorrelated parameters.

For nonlinear problems, such as geoacoustic inversion,
numerical solutions to the optimization and integrations in
Egs. (4)—(7) are required. In this paper, optimization is car-
ried out using adaptive simplex simulated annealing,22 a hy-
brid optimization that combines elements of very fast simu-
lated annealing and the downhill simplex method.
Integration is carried out by sampling the PPD using
Metropolis—Hastings sampling (MHS) (sometimes referred
to as Metropolis—Gibbs sampling), a Markov-chain Monte
Carlo importance-sampling method.”**! In MHS, the param-
eters of the model are perturbed repeatedly, with perturba-
tions accepted if a random number & drawn from a uniform
distribution on [0, 1] satisfies the Metropolis criterion

E<exp(-Ad), )

where A ¢ represents the change in ¢ due to the perturbation.
The parameter perturbations in MHS can be drawn from any
proposal distribution; the choice of proposal distribution
does not affect the integral estimates, but can strongly affect
the sampling efficiency. Here, perturbations are applied in a
principal-component parameter space where the axes align
with the dominant correlation directions.'”'® The orthogonal
transformation (rotation) between physical parameters m and
rotated parameters m' is given by
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m =U'm, m=Um’, (10)

where U is the column-eigenvector matrix of the model co-
variance Cp,,

C,,=UWU’, (11)

and W=diag[w;] is the eigenvalue matrix, with w; represent-
ing the parameter variances projected along eigenvector u;.
Rotated parameters are perturbed individually, and the per-
turbed models rotated back to the physical space for misfit
evaluation. The covariance matrix also provides representa-
tive length scales for perturbations in rotated space. For a
linear problem, the optimal proposal distribution is
Gaussian-distributed with variances w; from Eq. (11). How-
ever, for nonlinear problems, a more appropriate proposal
distribution is based on the heavy-tailed Cauchy distribution,
scaled according to the estimated rotated variances.'”

The above procedure can be initiated efficiently using
the model covariance matrix for a linearized approximation
to the nonlinear inverse problem”’23

Cn=[17C7'T+C/T, (12)

where J represents the Jacobian matrix of partial derivatives
evaluated at a MAP starting model m determined by optimi-
zation

ad,(m
‘]i i = l( ) > ( 1 3)

J 0')mj

and Cy, is the covariance matrix of a Gaussian prior distri-
bution about m. (In the common case where the actual pa-
rameter priors consist of bounded uniform distributions, m;
<m;<m, the covariance Cy, is taken to be a diagonal ma-
trix with variances equal to those of the uniform distribu-
tions, [m —m;]?/12.) As sampling progresses, the initial lin-
earized estimate for C,, Eq. (12), is adaptively replaced with
the nonlinear estimate, Eq. (6), based on the MHS solution to
that point, which better represents the overall covariance of
the parameter space and the actual prior distribution.'” For
inverse problems involving strongly correlated parameters
(such as reverberation inversion), initiating the sampling
from a linearized estimate as opposed to applying initial un-
rotated sampling to build the covariance estimate for rotation
can increase efficiency by orders of magnitude.

Numerical integration and optimization require solving
the forward problem a large number of times [i.e., applying
reverberation and/or propagation modeling to m to compute
the misfit £(m)]. Hence, it is important that this be carried
out as efficiently as possible. Propagation modeling is carried
out here using ray theory [GAMARAY (Ref. 24)], including the
tracing of bottom-penetrating rays, which represents a highly
efficient approach to computing acoustic fields at a large
number of frequencies. Reverberation modeling is based on a
two-way propagation and scattering formulation derived by
Harrison” as an angle integral over a continuum of incoher-
ent modes or rays for the outward and return paths (see also
Refs. 12, 25, and 26). An effective complex half-space re-
flection coefficient is efficiently calculated for arbitrary lay-
ered sediments using the technique specified in Ref. 27. The
power reflection coefficient, raised to the power of range
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divided by ray-cycle distance, is then substituted for the ex-
ponential terms in the angle integrals [e.g., Eq. (27) of Ref.
8].

To be consistent with the effective half-space reflection,
the same half-space boundary is assumed to be the source of
scattering, and all volume and sub-layer scattering is ig-
nored. The precise meaning of “incident field” in the context
of distant scatterers is discussed in Ref. 8 [paragraph after
Eq. (25) on page 2748]. Lambert’s law is applied here as a
scattering function

S=pu' sin 6, sin O, (14)

where S is the linear scattering strength, 6,, and 6, are the
in- and out-going scattering angles, respectively, and u’ is an
empirical constant which typically has a value of roughly
w'=10"27 or u=—-27 dB re 1 uPa, where u=101log u’ rep-
resents Lambert’s scattering coefficient. Comparisons of re-
verberation predictions of Harrison’s® analytic solution with
those of a numerical reverberation model based on ray trac-
ing and Lambert’s law scattering indicate differences of a
fraction of decibel for the model types considered in this
paper, which is generally insignificant compared to the level
of data noise.”*”

B. Likelihood and misfit

This section derives the likelihood-based data misfit
function for combined reverberation and propagation inver-
sion; the misfit for either data set alone is easily extracted
from the result. The case considered here involves reverbera-
tion data (in decibels) as a function of range at a single-
frequency, and propagation data as a function of either space
or frequency. The extension to multi-frequency reverberation
data and/or propagation data as a function of both space and
frequency is straightforward, but is not considered in this
paper.

Consider N, real reverberation data d, with Gaussian-
distributed random errors with covariance matrix C,, and N,
complex propagation data d, with circularly-symmetric,
complex Gaussian errors with covariance matrix Cp,. Assum-
ing that errors on the two data sets are independent, the like-
lihood function for the combined data is the product of the
reverberation likelihood L,(m) and the propagation likeli-
hood L,(m):

L(m) = L,(m)L,(m), (15)
where
1
Litm) = o i e Pl L - d,(m)]"C;'[d,
—d,(m)]2}, (16)
L(m) = ——— expl—[d, — Aed,(m)]'C;'[d,
7| Cy|
~ Ae’®d,(m)]}. (17)

In Egs. (16) and (17), d,(m) and d,(m) represent replica
(modeled) reverberation and propagation data, respectively,
and A and 6 define the complex source magnitude and phase
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(considered unknown for the propagation data). If it can be
assumed that both the reverberation errors and the propaga-
tion errors are uncorrelated, the error covariance matrices
become C —VIN and C =y IN, where v, and v, are the
respective variances and IN and IN are identity matrices of
dimension N, and N,. The unknown variances and source
factors can be treated by maximizing the likelihood over v,,
, A, and @ (ie., setting JL/dv,=dL/dv,=dL/IA=dL/JI0
0) 031 After some algebra, the resultmg maximum-
likelihood (ML) misfit function may be expressed as

N |d,(m)’d,|*
E(m) = r(m)|2+t2<ldp|2—"—§ ,
7, |dy(m)]
(18)
where the ML variance estimates ¥, and 7, are given by
1
v,=—|d,—d 19
G | (19)
.1 |dy (@) d,|*
Vp:_<| N et B (20)
N, |dp ()]

evaluated at the model estimated by (numerically) minimiz-
ing the misfit function

- Nr |d (m)ld |2
E(m) ==+ log,|d, —d.(m)]*+N, 10ge<|dp|2 - W
P

(21)

Note that in the combined ML misfit function, Eq. (18), the
reverberation misfit (first term) is measured by an L,
(magnitude-squared) norm while the propagation misfit (sec-
ond term) is measured by a Bartlett correlator; each misfit
term is weighted according to the number of data and the
estimated data variance (the factor of 2 difference arises be-
cause the complex propagation data include real and imagi-
nary parts). The ML variance estimates in Egs. (19) and (20)
quantify the total data uncertainty of the inverse problem,
including both measurement and theory errors.

The misfit function derived here is based on the assump-
tions of uncorrelated, Gaussian-distributed random errors on
both the reverberation and propagation data. If these assump-
tions are not valid, the inversion results (particularly uncer-
tainty estimates) may not be reliable. Hence, the assumptions
should be examined a posteriori by considering standardized
residuals for reverberation and propagation data defined* as

n,=[d, - d. (i)}, (22)
d ()'d
n,=|d,- T(%Ed( )]/v}!z, (23)

where 1 is the MAP model obtained by minimizing Eq. (2)
with E(m) given by Eq. (18). The assumption of Gaussian-
distributed errors can be considered qualitatively by compar-
ing a histogram of the residuals to the standard normal dis-
tribution. Quantitative statistical tests, such as the
Kolmogorov—Smirnov (KS) test,”>** can also be applied to
provide a p-value indicating the level of evidence against the
null hypothesis of Gaussian-distributed errors (commonly,
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p=0.05 is considered to provide no significant evidence
against the null hypothesis). The assumption of uncorrelated
errors can be considered qualitatively by plotting the residual
autocorrelation: uncorrelated errors lead to a narrow correla-
tion peak at zero lag, while serial correlations widen the
peak. Statistical tests, such as the runs test, can be applied to
quantify the level of evidence against the null hypothesis of
uncorrelated errors.’>*> If either of these tests are failed, it
may be necessary to estimate and include full covariance
matrices or consider an alternative data error distribution,
although this complicates the analysis.32

In this paper, the reverberation data errors are assumed
to be Gaussian distributed in decibels. This is an example of
the proportional effect,* whereby the magnitude of the un-
certainties scales directly with the magnitude of the data (not
uncommon for theory errors). In particular, consider rever-
beration data d; in linear units with error given by 7d;, where
7 is a random variable (i.e., the error scales with the data).
Converting to decibels

10 log,o(d; + 1d;)> = 10 log, d? + 10 logo(1 + )%, (24)

i.e., the data and error terms can both be expressed in deci-
bels. The validity of this assumption can be examined using
the a posteriori residual statistical tests described above.

lll. SIMULATION: INTER-PARAMETER
CORRELATIONS IN REVERBERATION INVERSION

This section considers Bayesian reverberation inversion
for a simplified synthetic test case, prior to inverting mea-
sured data in Sec. IV. Advantages of considering simulations
include the facts that the true model is known for comparison
and the data error statistics are known and controlled. Hence,
the ideal information content for an inversion scenario can be
examined independent of complicating factors which often
arise in at-sea experiments. Specific aspects of an inverse
problem can be isolated and studied with simulation in a
manner that is not generally possible with measured data.
Here, inter-parameter correlations are studied via simulation.

Before considering the simulation results, it is instruc-
tive to consider a simple analysis based on an approximate
analytic formulation for a uniform ocean of depth D over a
layered seabed. Within the critical angle, 6,, the reflection
loss in decibels, Rgg=—10 log|R|*> (where R is the reflection
coefficient), is well approximated as a linear function of
grazing angle 6 as Rjg=agg6 or

|R| = exp[— (a/2) 4], (25)

where a=ayz/(101log e). Assuming Lambert’s law scatter-
ing, an approximate relationship for reverberation intensity /
as a function of range r is®!

O7 —af \|?
I=%{l—exp( D r)} , (26)

where ® is the horizontal beam-width and 7 is the spatial
pulse length. At long range Eq. (26) can be approximated
by8’”
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udr
I= R (27)
and at short range by
pPt; (28)
© 2D’
with the transition range given by
2D
o= 29
i (29)

As noted by several authors,>'"1? at long range w and « are

inseparable as I depends on u/a?. To seek a simple relation-
ship involving p and geoacoustic parameters, consider the
case of a water column with sound speed c,, and density p,,
overlying a uniform seabed with sound speed c, density p,
and attenuation coefficient which can be expressed either as
ay in dB/wavelength or a in dB/m kHz, with ay=ac/1000. In
this case the reflection loss can be related to the geoacoustic
properties as''

2
a,p c
RdB=adB0= 5 . 3 . 0 (30)
¢ sin’ 6. mp,,

Hence,

ap cfv ap

= oC .
csin® 6, 7p,,10000log e c[1 - (c,/c)*]"?

a (31)
Equation (31) and the dependence of long-range reverbera-
tion on wu/a? suggest a rough proportionality

2
e
I = - (32)

ap

Equation (32) suggests that in reverberation inversion for
seabed parameters, u will be positively correlated with a
since [ is unchanged by increasing or decreasing both u and
a in a suitable manner. Likewise, Eq. (32) suggests that w is
also positively correlated with p but negatively correlated
with ¢, that ¢ is positively correlated with both a and p, and
that a is negatively correlated with p. However, the follow-
ing simulation shows that actual inversion results are not so
straightforward.

The synthetic test case consists of monostatic reverbera-
tion for a source and receiver at 70-m depth in a uniform
100-m water column with sound speed 1500 m/s, over a
uniform seabed with sound speed 1580 m/s, density
1.6 g/ cm?, attenuation 0.32 dB/m kHz, and Lambert’s scat-
tering coefficient —27 dB. For simplicity, only the seabed
sound speed (c), attenuation (a), and scattering coefficient
() are treated as unknown parameters; other environmental
and geometric parameters are considered known exactly.
Eighty reverberation data were generated for scattering
ranges of 1-10km and contaminated with zero-mean,
Gaussian-distributed random errors of standard deviation
3 dB (Fig. 1).

Figure 2 shows marginal posterior probability distribu-
tions for ¢, a, and p computed for four inversion cases which
are identical except that the uniform prior distribution for ¢
increases (from top to bottom in each panel) as follows:
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FIG. 1. Data for the synthetic reverberation example. Noisy data are shown
as filled circles with one standard-deviation error bars; solid line indicates
noise-free data.

[1579, 1581], [1570, 1590], [1540, 1620], and
[1500,1750] m/s. Wide uniform priors of [0,1] dB/m kHz
and [-20,-40] dB are employed for @ and u in all inver-
sions. Figure 2 shows that the marginal distributions for all
three parameters widen substantially as the prior bounds for
¢ increase. In particular, for the narrowest prior on ¢, good
inversion estimates (narrow marginal distributions) are ob-
tained for a and w, while for the widest prior, a and w are
poorly resolved (wide marginals). This behavior is indicative
of correlated parameters.

Inter-parameter correlations for the four inversions are
quantified in Fig. 3 in terms of correlation matrices. For the
narrowest prior on ¢, Fig. 3(a) shows that ¢ is uncorrelated
with a and u, likely because the small range of allowable
values for c is inconsequential to the other parameters, given
the noise on the data. However, a and p exhibit a strong
positive correlation, as expected from the analytic analysis

f
1500 1550 1600 1650 1700 1750
¢ (m/s)
0.00 0.25 0.50 0.75 1.00
a (dB/m/kHz)
—-40 -35 -30 -25 -20
p (dB)

FIG. 2. Marginal probability distributions for the synthetic reverberation
inversion example. The four distributions in each panel represent results of
different inversions of the same noisy data, with the prior bounds on sound
speed ¢ increasing from top to bottom. Dotted lines indicate true parameter
values.

Dosso et al.: Reverberation inversion 2871



FIG. 3. Correlation matrices for the synthetic reverberation inversion ex-
ample; (a)—(d) indicate results for increasing prior bounds for sound speed c.

above. In progressing through successively wider priors on ¢
in Figs. 3(a)-3(d), a strong positive correlation develops be-
tween ¢ and a, and a strong negative correlation develops
between ¢ and w, as expected from the analysis. Perhaps
surprisingly, however, the relationship between a and u
changes from a strong positive correlation for a narrow prior
on ¢ [Fig. 3(a)] to a strong negative correlation for a wide
prior [Figs. 3(c) and 3(d)], which was not expected from the
approximate analytic analysis.

The simulation results are examined further in Fig. 4,
which shows joint marginal probability distributions for the
four inversion cases arranged in four columns, with the prior
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bound width for ¢ increasing from left to right. Figure 4
shows that interparameter correlations result in ridges of
probability that run obliquely through the parameter space.
The two top rows of Fig. 4 illustrate the development of the
positive and negative correlations between ¢ and a and be-
tween ¢ and u, respectively, as the prior bound width for ¢
increases. The bottom row illustrates the relationship be-
tween a and p with increasing prior bound width. For the
narrowest prior bound on ¢, Fig. 4(i) shows that the joint
marginal distribution over a and u is oriented with a positive
slope (i.e., a positive correlation, as expected from the ana-
lytic analysis). In Fig. 4(j), the effect of increasing the bound
width for c¢ is that the marginal distribution elongates in a
direction roughly perpendicular to the original correlation
direction [i.e., perpendicular to the distribution orientation in
Fig. 4(i)]. This effect becomes increasingly pronounced in
Figs. 4(k) and 4(1), with the marginal distribution elongating
to the extent that it acquires an overall negative slope, result-
ing in a negative correlation between a and u. This transition
from positive to negative correlation results from multi-
dimensional effects. For a fixed ¢ value, the PPD cross-
section in a and w is oriented with a positive slope. However,
the PPD extends in the ¢ dimension such that its projection
on the a-u plane has a negative slope (this follows from the
fact that ¢ is positively correlated with a but negatively cor-
related with ). Hence, integrating over a small range for ¢
produces a joint marginal with a positive slope/correlation,
while integrating over a sufficiently large range produces a
joint marginal with a negative slope/correlation.

Figure 4 provides a simple example illustrating that
strong inter-parameter correlations can preclude meaningful
parameter estimation in reverberation inversion. In effect,
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FIG. 4. (Color online) Joint marginal probability distributions for the synthetic reverberation inversion example. The four columns represent results for
increasing prior bounds for sound speed ¢ (increasing from left to right), as given by the plot range for ¢. Dotted lines indicate true parameter values.
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correlations result from a lack of information to resolve pa-
rameters individually. To overcome correlation effects, the
problem must be augmented with additional data or prior
information. The approach taken in this paper is to combine
reverberation and short-range propagation data acquired on
the same sonar system, as described in Sec. IV.

IV. INVERSION OF MALTA-PLATEAU DATA
A. Experiment, data, and model

In 2004, the NATO Undersea Research Centre con-
ducted the BASE’04 experiment on the Malta Plateau in the
Strait of Sicily (see Fig. 5). Part of this experiment was dedi-
cated to through-the-sensor environmental assessment using
a towed source-receiver configuration (Fig. 6). A particular
10-km tow track was chosen where some knowledge of the
seabed properties existed from ground-truth measurements
and geoacoustic inversion of data acquired during previous
sea trials. The BASE’04 data considered here are based on
transmissions of a 1-s linear-frequency-modulated signal in
the band 850—1750 Hz, with a 1-min repetition rate along
the track. The receiver array consisted of 84 hydrophones
spaced at 0.42-m intervals, for a total array length of
34.86 m, towed approximately 370 m behind the source. The
nominal source and receiver depths were 70 and 71 m, re-
spectively. The water-column sound-speed profile was mea-

Zs Fs, Zr

u

C1 P1

FIG. 6. Schematic of towed source/array configuration, indicating environ-
mental and geometric unknowns (see text).
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FIG. 5. (Color online) Location and
bathymetry of experiment site. The
heavy line indicates the ship track and
the star indicates the ship location
where the data considered in this paper
were recorded. Sound-speed profiles
measured along track are shown at
right.
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sured at three positions along the track (Fig. 5) and was
relatively constant with range, with some variation over the
thermocline from 40 to 60-m depth. The sound-speed profile
used in inversion represented an average of the three mea-
sured profiles. The signals received at the array were re-
corded at a sampling frequency of 12.8 kHz for a 25-s time
duration which includes short-range propagation data (with
no clipping of the signal at the hydrophones) and long-range
reverberation data out to scattering ranges of ~19 km (as-
suming an average water-column sound speed of 1515 m/s).
One recording close to the south end of the track is consid-
ered for inversion in this paper.

The recorded acoustic-pressure time series were
matched-filtered with a synthetic source replica to yield the
calibrated impulse response of the underwater waveguide.
These matched-filtered array data were subsequently plane-
wave beamformed and corrected for the estimated pulse
length and beam-width to represent the long-range calibrated
reverberation intensity resulting from an omni-directional
source with a level of 1 pPa at I m and pulse length of 1 s
(these source parameters are used in the numerical reverbera-
tion modeling). Only the broadside reverberation data are
utilized in the inversion here, as these represent scattering in
a direction roughly parallel to the bathymetric contours pro-
viding an approximately range-independent water depth (see
Fig. 5). The measured reverberation level (in decibels) over
the entire 0—19-km scattering range is shown in Fig. 7(a),
averaged (in linear units) over the frequency band
900-1100 Hz. The data inverted here consist of 80 rever-
beration measurements for ranges of 1-10 km (i.e., ~112-m
range interval), as shown in Fig. 7(b). For ranges less than
1 km the modeling assumption of a monostatic reverberation
geometry is not justified, and beyond 10-km range Fig. 7(a)
shows strong returns from three-dimensional features, such
as the Ragusa Ridge and the Campo Vega oil platform and
tethered support ship (Fig. 5), which cannot be treated with
the numerical model. The short-range propagation data con-
sist of complex acoustic fields obtained by fast-Fourier trans-
forming the measured acoustic-pressure time series. Data are
considered at 161 frequencies from 900 to 1700 Hz (i.e.,
5-Hz frequency spacing, no frequency averaging), as mea-
sured at a hydrophone near the center of the towed array.
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FIG. 7. Malta-Plateau reverberation data. (a) Data for all ranges (dotted
lines indicate range interval used for inversion). (b) Data used for inversion
with error bars corresponding to ML standard-deviation estimate; solid line
indicates data fit of MAP model estimate.

The geoacoustic model (Fig. 6) adopted for inversion
consists of an upper sediment layer of thickness &, sound
speed ¢y, density p;, and attenuation a;, overlying a semi-
infinite basement with properties c,, p,, and a,; Lambert’s
scattering coefficient is w. Also included as unknowns are
small corrections to the nominal geometric parameter values
for the experiment corresponding to the water depth D,
source depth z,, receiver depth z,, and source-receiver range
r,. Uniform bounded priors are assumed for all parameters.
Wide bounds are assumed for the seabed parameters, consist-
ing of 1500—1900 m/s for sound speeds, 1.2—2.2 g/cm? for
densities, 0—1.5 dB/m kHz for attenuations, and —10 to
—40 dB for w. The bounds for water, source, and receiver
depths are =2 m about the nominal values, and the bounds
for range extend from 360 to 390 km. Prior bounds for all
parameters are summarized in Table I.

B. Reverberation inversion

In this section, the reverberation data described in Sec.
IV A are inverted using the Bayesian methodology outlined
in Sec. II. The fit to the measured data achieved by the MAP
model estimate is shown in Fig. 7(b). Figure 8 shows the
marginal probability distributions computed for all param-
eters. There is some sensitivity to scattering coefficient w;
however, the marginal distribution for this parameter varies
over a large range of values from approximately —15 to
—35 dB. The marginal distributions for all other parameters
are essentially flat, although there is slight sensitivity for
sediment parameters c;, p;, and a,. Values for the MAP and
mean parameter estimates, with two standard-deviation un-
certainty estimates, are given in Table I (note that for non-
linear problems the mean and MAP estimates do not gener-
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TABLE 1. Prior bounds and parameter estimates with two standard-
deviation uncertainties (upper value—MAP; lower value—mean) via inver-
sion of reverberation (reverb), propagation (prop), and combined (reverb
+prop) Malta-Plateau data sets.

Parameter Prior Reverb Prop Reverb+prop
and units bounds inversion inversion inversion
u (dB) [-10,-40] -19.9+17 -24.6*+4.5
-27.5+%8 -23.8*+4.1
h (m) [0, 30] 9.5*20 12540 124=%1.0
13917 14.0*+3.0 123%1.0
¢; (m/s) [1500, 1900] 1570370 152050  1526=*10
1720200 154030  1524*9
p; (g/cm?) [1.2,2.2] 2.0+0.6 1.5+04 1.7+0.4
1.7£0.6 1.5+04 1.7+04
a, (dB/mkHz) [0, 1.5] 051%x1.1  0.08%£0.10 0.02%0.02
0.97+0.7 0.03x£0.04 0.02£0.02
¢, (m/s) [1500, 1900] 1510+440 1770=180 1750180
1700220 1690+ 100 1680+90
p, (g/cm®) [1.2,2.2] 1.8+0.6 1405 1.4+04
1.7£0.6 1.4%0.5 1.5£04
a, (dB/mkHz) [0, 1.5] 0.64+09 08009 0.74+0.8
07409 0.62*0.8 0.61*0.7
D (m) [125, 129] 126.7+1.1 1289+04 1283*1.0
127409 1283%0.1 128.7%x0.5
z, (m) [69, 73] 723x1.7 70.0x0.7 69.4x0.2
72017  694%02 69.3%0.2
z, (m) [68, 72] 68.1+23 68.1+0.5 689*+04
70.0+12 68.5*0.2 68.6+0.2
R (m) [360, 390] 380.9+10 386.0£0.1 386.0*+0.1
374.8+9 386.0+0.1 386.0+0.1

ally coincide, and the standard deviation about the mean is
always less-than-or-equal to that about the MAP).

Figure 8 and Table I indicate that inversion of reverbera-
tion data alone cannot usefully resolve scattering and geoa-
coustic parameters in this case, even though the modeled

] - ]
126 127 128 129 0 10 20 30 -40 -30 -20 ~-10
D (m) h (m) © (dB)

500 1600 1700 1800 1900 1.2 1.4 1.6 1.8 2.0 2.2 0.0 0.3 0.6 0.9 1.2 1.5
¢1 (m/s) P (9/cm?) 0, (dB/m/kHz)

500 1600 1700 1800 1900 1.2 1.4 1.6 1.8 2.0 22 0.0 0.3 0.6 0.9 1.2 1.5
¢z (m/s) Py (9/cm?) 0z (dB/m/kHz)

68 69 70 71 72 69 70 71 72 73 0.36 037 0.38 0.39
25 (m) z, (m) rs (km)

FIG. 8. Marginal posterior probability distributions from inversion of Malta-
Plateau reverberation data.
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FIG. 9. Correlation matrix from inversion of Malta-Plateau reverberation
data.

reverberation data depend strongly on these parameters. The
reason appears to be inter-parameter correlations. The corre-
lation matrix for reverberation inversion is shown in Fig. 9.
This figure indicates a strong negative correlation of u with
¢, and weaker negative correlations of u with p,, a;, and a,.
Further, ¢, is strongly correlated with a;, correlated less
strongly with p; and a,, and negatively correlated with ¢,
(other inter-parameter correlations also exist). While this cor-
relation matrix is more complex due to a greater number of
parameters, the correlations between ¢y, a;, and w are similar
to those for the synthetic test case in Fig. 3(c) or Fig. 3(d).

Selected inter-parameter relationships are illustrated in
Fig. 10 in terms of joint marginal probability distributions.
This figure shows oblique probability ridges for correlated
parameters, precluding precise parameter estimation. Hence,
for example, while Fig. 10 shows that u is reasonably well
determined for any particular (fixed) value of ¢, the fact that
¢, is itself unknown precludes meaningful estimation of .
Further, the uncertainty in c; is exacerbated by correlations
with a;, p;, etc. As mentioned previously, overcoming inter-
parameter correlations requires additional information. In
Sec. IV D, combined reverberation and propagation data are
inverted; however, first the propagation data are considered
independently in Sec. IV C.

C. Propagation inversion

Inversion results for the short-range propagation data
(alone) are shown in Fig. 11 (note changes in parameter plot
ranges compared to Fig. 8). While the scattering coefficient
M is, of course, completely undetermined, the geometric pa-
rameters are highly resolved and reasonably good results
(i.e., fairly narrow marginal distributions) are obtained for
parameters defining the seabed sound-speed profile (A, ¢,
and c¢,). The sediment density p,, although not well deter-
mined, is constrained to be less than approximately
1.8 g/cm3, which is consistent with the relatively low sedi-
ment sound speed (1500-1575 m/s) over the 11-17-m
layer. A low value for sediment attenuation a; is indicated.
The basement sound speed c, is less well constrained than
¢y, with values in the range 1600—1800 m/s. Basement at-
tenuation a, is unresolved over the prior bounds. Basement
density p, appears to be constrained to values less than about
2.0 g/cm3; however, it is not clear if this is meaningful, as
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FIG. 11. Marginal posterior probability distributions from inversion of
Malta-Plateau short-range propagation data.

basement density is expected to be an insensitive parameter
for this combination of sediment thickness and data frequen-
cies. Figure 11 illustrates the nonlinearity of matched-field
inversion, with strong multi-modal distributions for z; and z,,
and weaker multi-modality indicated for /& and c,. Table I
summarizes the MAP and mean parameter estimates and un-
certainties.

The correlation matrix for propagation inversion, shown
in Fig. 12, indicates very different inter-parameter relation-
ships from reverberation inversion (Fig. 9). Figure 12 indi-
cates a strong positive correlation between sediment thick-
ness i and sound speed c; (likely related to the fact that

D h ¢ py 9y 3 pp 0 B 25 2, T

FIG. 12. Correlation matrix from inversion of Malta-Plateau short-range
propagation data.
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acoustic transit time through the layer remains unchanged by
increasing or decreasing both parameters). The figure also
indicates a significant negative correlation between c; and p,
and a weak positive correlation between c¢; and ¢, (likely
related to the fact that reflection coefficient depends on the
product p;c; and on the contrast between c; and c,). Finally,
a strong negative correlation is indicated between the source
and receiver depths, z, and z,. Figure 13 illustrates joint mar-
ginal distributions for selected parameter pairs (same param-
eters and same bounds as Fig. 10). The correlation between
¢, and & leads to a particularly-narrow, curved ridge of high
probability. Multi-modal behavior for 4 and ¢, is evident in
several of the joint marginals (e.g., h-u and ¢;-c,).

D. Joint reverberation/propagation inversion

One of the goals of this work is to investigate the effi-
cacy of combined reverberation and propagation inversion to
resolve geoacoustic and scattering parameters. To this end,
the reverberation and propagation data were inverted to-
gether, as described in Sec. II B. Figure 14 shows marginal
probability distributions computed for joint inversion. In
comparison to the marginals obtained from separate inver-
sions of reverberation and propagation data (Figs. 8 and 11,
respectively), all environmental parameters are more highly
resolved in Fig. 14 (with the exception of p,, which is dubi-
ous in all cases). To more clearly compare inversion results
for the environmental parameters, Fig. 15 plots the environ-
mental marginal distributions for the three inversions to-
gether on the same scale, and Table I summarizes MAP and
mean parameter estimates and uncertainties from all three
inversions. In particular, Fig. 15 and Table I indicate that w is
much better resolved by joint inversion than by
reverberation-only inversion, with a mean estimate of u=
—24 =4 dB. Further, sediment thickness and sound speed, &
and ¢, are significantly better resolved by joint inversion
than by propagation-only inversion.

The correlation matrix for joint inversion, shown in Fig.
16, indicates some of the inter-parameter relationships exhib-
ited by reverberation and propagation inversions (Figs. 9 and
12, respectively). For example, for joint inversion ¢, is posi-
tively correlated with & and with ¢, (as in propagation inver-
sion) and negatively correlated with a; and with w (as in
reverberation inversion). However, the correlation for ¢, and
p1, which was positive for reverberation inversion and nega-
tive for propagation inversion, is near-zero for joint inver-
sion. Further, the negative correlations of w with p; and with
a; in reverberation inversion are not evident in joint inver-
sion. The joint marginal distributions for combined
reverberation/propagation inversion, given in Fig. 17, show
that even in cases where correlation effects remain (e.g.,
¢i-m, ¢;-h, and c¢;-a;), the parameter uncertainty distribu-
tions are much better constrained than in inversion of rever-
beration or propagation data alone. Further, the multi-
modality appears to be significantly suppressed.

E. Residual analysis

The inversion results presented in Secs. IV B and IV D
are based on the assumptions of uncorrelated, Gaussian-
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distributed errors for the measured reverberation and propa-
gation data. As discussed in Sec. II B, for confidence in the
results (particularly uncertainty estimates), these assump-
tions should be examined a posteriori using residual analy-
sis. This analysis is presented here for the joint reverberation/
propagation inversion; the results for individual inversions of
the two data sets are similar and are not shown.

Qualitative tests for the Gaussianity and randomness of
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FIG. 14. Marginal posterior probability distributions from joint inversion of
Malta-Plateau reverberation and short-range propagation data.
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the reverberation data are shown in Fig. 18. Figure 18(a)
shows that the histogram of standardized residuals is a good
approximation to the standard Gaussian distribution. In par-
ticular, there is no evidence of large residual outliers, which
are problematic in L,-norm inversions. The KS test for Gaus-
sianity yielded a p value of 0.3, indicating no evidence
against the assumption of Gaussian-distributed errors. Figure
18(b) shows the residual autocorrelation: the narrow central
peak suggests uncorrelated residuals. The runs test for ran-
domness yielded p=0.2, indicating no evidence against the
assumption of uncorrelated errors. Note, in particular, that
this analysis supports the treatment of reverberation errors in
decibels (i.e., proportional errors), as discussed in Sec. II B.

A similar analysis is shown in Fig. 19 for the (complex)
propagation data. Figure 19(a) shows that the residual histo-
gram (including real and imaginary parts) is a reasonably
good approximation to the standard Gaussian; the KS test
yielded p=0.07 indicating no significant evidence against the
Gaussian assumption. Figure 19(b) shows that the residual
autocorrelation (sum of autocorrelations of real and imagi-
nary parts) has a narrow central peak; the runs test provided
no evidence of serial correlations with p=0.9.

V. SUMMARY AND DISCUSSION

This paper considered Bayesian inversion of through-
the-sensor reverberation and short-range propagation data
measured on the Malta Plateau, with the goal of estimating
seabed geoacoustic and scattering parameters and under-
standing their uncertainties. The inversion employed hybrid
optimization and MHS in a principal-component parameter
space to compute properties of the PPD, including MAP and
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mean parameter estimates, parameter variances, marginal
and joint marginal probability distributions, and inter-
parameter correlations. The results indicated that (single-
frequency, from a 200-Hz band average) reverberation data
alone cannot resolve seabed parameters due to strong inter-
parameter correlations inherent in the physics of reverbera-
tion. Inversion of frequency-coherent propagation data pro-
vided improved resolution of geoacoustic parameters, but is
insensitive to scattering strength. However, joint inversion of
reverberation and short-range propagation data, with each
data set weighted according to its ML variance estimate, pro-
vided good resolution of scattering strength and seabed
sound-speed structure, and some indication of sediment at-
tenuation and density. The combined inversion provided sig-
nificantly better resolution for some parameters than either
data set alone due largely to the different multi-dimensional
parameter correlations imposed by the differing physics for
the two data types. The assumptions of uncorrelated,

D h ¢y py 0y C pp O U Zs Z, Ts

FIG. 16. Correlation matrix from joint inversion of Malta-Plateau reverbera-
tion and propagation data.
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Gaussian-distributed random errors (in decibels for rever-
beration data) were validated by a posteriori residual statis-
tical tests. These inversion results, while representative of
only a small data set, illustrate the deficiencies of
reverberation-only inversion but the significant promise for
combined reverberation and propagation inversion.

The seabed sound-speed profile obtained here is in rea-
sonably good agreement with previous inversion results near
the measurement site, taking into account the different fre-
quency bands of the various measurements. Figure 20 com-
pares the seabed sound-speed profile obtained in this study to
matched-field and reflection-scattering inversion results. The
joint reverberation-propagation inversion is represented by
the mean profile (Table I) since the mean is generally a good
estimator for unimodal distributions. The matched-field re-
sults were obtained by Siderius et al.’® and Fallat et al.,4 who
inverted identical data from the MAPEX experiment based
on a 250-850-Hz signal recorded on a 64-element, 252-m
towed array. The reflection-scattering inversion was carried
out by Holland®® for the Boundary 2004 experiment at
1-6 kHz. This latter method has a significantly smaller sea-
floor footprint and hence is sensitive to local structure that
may not be present or may be averaged out in the other
inversions (e.g., the thin, high-speed layer at about 1-m
depth in this result). This is particularly true for the joint
inversion developed in this paper, which assumes range in-
dependence to 10 km for the reverberation modeling. Of the
four results in Fig. 20, only the reverberation-propagation
inversion provides uncertainty estimates (indicated by
shaded region in Fig. 20). The value for Lambert’s scattering
coefficient estimated by the joint reverberation-propagation
inversion is u=-24*+4 dB.

In interpreting the results in Fig. 20, it is important to
keep in mind that the homogeneous-layer structure is im-
posed by the parametrization and that the model provides the
best representation, for the particular frequency band, of the
actual depth-dependent sound-speed function of the seabed.
The (mid-frequency) reverberation-propagation inversion
will be more sensitive to the shallow sound-speed structure
than the (low-frequency) matched-field inversion, but not as

Dosso et al.: Reverberation inversion
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sensitive as the (high-frequency) reflection-scattering inver-
sion. For instance, the reverberation-propagation result for
the uppermost sound speed is intermediate between the
reflection-scattering result and the matched-field result; this
is consistent with frequency-dependent sensing of a low
surficial sound speed that increases rapidly over the near-
surface sediments. Further, the mid-frequency inversion re-
acts more quickly to a sound-speed increase with depth than
the low-frequency inversion, but not as quickly as the high-
frequency inversion. The sound speeds at depth of all meth-
ods are similar.
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FIG. 18. (a) Histogram of standardized reverberation residuals compared to
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siduals (for clarity, correlations for only the central =40 lag points are
shown).
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FIG. 17. (Color online) Selected joint
marginal probability distributions from
joint inversion of Malta-Plateau rever-
beration and propagation data.
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Finally, it should be emphasized that the results in this
paper were obtained under the assumption of Lambert’s law
scattering, which is consistent with previous reverberation
inversion work.%”!%13 However, Holland™'* demonstrated
that reverberation results can differ significantly under other
choices for the scattering kernel, and there is not, at present,
consensus on this choice. Further, this initial work has con-
centrated on the inversion of frequency-averaged reverbera-
tion data for a single scattering coefficient, and not consid-
ered possible frequency and depth dependencies. These
additional sources of uncertainty are beyond the scope of the
present study, but represent important issues in reverberation
inversion.
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FIG. 19. (a) Histogram of standardized propagation residuals compared to

Gaussian distribution (solid line). (b) Autocorrelation of propagation residu-
als (for clarity, correlations for only the central 40 lag points are shown).
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FIG. 20. Comparison of seabed sound-speed profile estimated in this paper
at 900—1700 Hz (heavy solid line with shaded uncertainty estimate) and
those estimated via matched-field inversion at 250-850 Hz by Siderius et
al. (Ref. 3) (dotted line) and Fallat et al. (Ref. 4) (dashed line) and via
reflection-scattering inversion at 1-6 kHz by Holland (Ref. 36) (light solid
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This paper investigates the influence of water column variability on the estimates of geoacoustic
model parameters obtained from matched field inversions. The acoustic data were collected on the
New Jersey continental shelf during shallow water experiments in August 2006. The oceanographic
variability was evident when the data were recorded. To quantify the uncertainties of the geoacoustic
parameter estimates in this environment, Bayesian matched field geoacoustic inversion was applied
to multi-tonal continuous wave data. The spatially and temporally varying water column sound
speed is parametrized in terms of empirical orthogonal functions and included in the inversion. Its
impact on the geometric and geoacoustic parameter estimates is then analyzed by the
inter-parameter correlations. Two different approaches were used to obtain information about the
variation of the water sound speed. One used only the profiles collected along the experimental track
during the experiment, and the other also included observations collected over a larger area. The
geoacoustic estimates from both the large and small sample sets are consistent. However, due to the
diversity of the oceanic sound speed, more empirical orthogonal functions are needed in the
inversion when more sound speed profile samples are used.
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I. INTRODUCTION

The prediction of sound propagation in the ocean wave-
guide depends on our knowledge of the ocean environment.
The sea surface, water column, and sea bottom may have
different influences on different underwater acoustic applica-
tions. For low frequency (LF), long range propagation in
shallow water, seabed geoacoustic properties usually play a
dominant role due to the multiple interactions of sound with
the sea bottom. Nevertheless, it is also true that water col-
umn inhomogeneities can influence the sound propagation.
Hence, determining geoacoustic properties in a variable
ocean environment is a practical issue for applications such
as sound propagation interpretation and sonar performance
prediction. Studies of the effect of the water column variabil-
ity on shallow water acoustics and geoacoustic inversion can
be found in Refs. 1-8 and the works referred therein.

Matched field geoacoustic inversion (MFI) is a widely
adopted technique to infer seabed properties. It is a model
based method that makes use of the sensitivity of the acous-
tic field to the ocean environment and the seabed properties.
MEFI has been successfully applied to experimental data as
well as benchmark synthetic problems, both in range inde-
pendent and range dependent waveguides.g’10 Most of the
inversion studies to date were carried out by assuming that
the water column sound speed profile (SSP) is both range
independent and time invariant. In this paper, we investigate
the impact of temporal and spatial variations of the water
column SSP on geoacoustic inversion. We assume that the
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SSP is represented by an effective range independent profile
that is generated from information from different oceano-
graphic observations in the vicinity. Results are reported for
MFI in a temporally and spatially varying ocean waveguide
at different ranges. Both the acoustic and the oceanographic
data analyzed here were collected during the shallow water
experiments 2006 (SW06) carried out on the continental
shelf off New Jersey.

Spatial and temporal variations of the oceanic SSP along
the propagation path are important factors that cause acoustic
field fluctuations and reduce the signal coherence at the re-
ceiver. Consequently, these affect sonar performance in ap-
plications for underwater communication and source local-
ization. Spatial and temporal variations of the oceanic SSP
will also contaminate geoacoustic inversion results. Siderius
et al.*® examined geoacoustic inversion uncertainties with a
vertical line array (VLA) at different ranges in a time varying
environment. They applied an optimization inversion ap-
proach to data collected in the Strait of Sicily over a time
period of several hours to tens of hours with a fixed experi-
mental geometry. Their study showed that the sound field
fluctuations over the observation time increased the standard
deviations of the geometric/geacoustic estimates over the
range. Strong influence of a dynamic ocean SSP on geoa-
coustic inversion was also observed when conventional MFI
was applied to the data recorded during SW06. Huang et al”
and Jiang and Chatpmam8 reported results for matched field
inversions of multi-tonal continuous wave (CW) data from
the same experiment in SW06. Both groups observed that the
conventional approach of using a single SSP measured at a
specific site and time in the experiment failed to generate the
correct experimental geometry in the inversions, and con-
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cluded that the performance degradation was due to the dy-
namically varying SSP. To mitigate the impact of the dy-
namic SSP on the geoacoustic inversions, the ocean SSP was
parametrized in terms of empirical orthogonal functions
(EOFs) and included as a search parameter in MFI of the
data. The estimated geoacoustic profiles from the two inver-
sions were consistent, and both groups concluded that invert-
ing the ocean SSP along with the geoacoustic/geometric pa-
rameters improved the inversion performance. However,
Jiang and Chapman8 assumed that the ocean SSP in the vari-
able ocean could be modeled adequately with a single SSP
for the entire propagation range.

In this paper, we investigate the limits of using a single
SSP that represents the temporally and spatially varying SSP
along the track for the inversions of the SW06 data. We
compare the effect of two approaches for generating EOFs
for constructing the oceanic SSP in MFIs. The first approach
used a limited set of SSPs that were taken from the source
ship at the time of the signal transmission. This approach
includes the relevant variation of the ocean SSP during the
experiment. It also models only the variations in the ther-
mocline, which was the portion of the SSP where the greatest
variation occurred. Inversions based on this approach were
compared with inversions for which the EOFs were con-
structed from a more extensive set of SSPs from other envi-
ronmental moorings nearby to capture a wider degree of
sound speed variation. The inversions were carried out at
different ranges to investigate the range dependence of the
geoacoustic model.

The remainder of this paper is organized as follows.
Section II describes the experimental site, the source and the
receiver geometry, and the ocean environment. Section III
briefly reviews Bayesian matched field inversion framework
and estimation of data covariance matrices by the use of
multiple data segments. Section IV describes Bayesian inver-
sion of SW06 data, including data processing procedure, sea-
bed, and environment parametrization. Section V compares
Bayesian inversion results by using different oceanographic
observations, and discusses the impact of the temporally and
spatially varying SSP on geoacoustic inversion results and
the sensitivity of geoacoustic model parameter at different
ranges. Section VI summarizes the results of this work.

Il. DESCRIPTION OF THE EXPERIMENT AND THE
ENVIRONMENT

SWO06 was a series of multidisciplinary shallow water
experiments carried out near the shelf break on the New
Jersey continental shelf from mid-July to mid-September of
2006." Physical oceanographic, ocean acoustic, and geoa-
coustic experiments were carried out simultaneously to ob-
tain the necessary acoustic and environmental data to inves-
tigate the impact of dynamic variations in the water column
SSP on sound propagation and geoacoustic inversion.

This paper focuses on the LF CW tonal data transmitted
at different ranges and measured at a bottom moored VLA
deployed by the Marine Physical Laboratory (MPL). Figure
1 depicts the experimental site where the data for this study
were collected. The data were transmitted from way points
(WPs) 21, 22, and 23 and recorded at MPL VLA on JD239
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FIG. 1. (Color online) Bathymetry of the experimental site and the positions
of the source, acoustic arrays, and environmental array moorings.

(Julian Day). The locations of MPL-VLAI1 and the source
stations are listed in Table I. At each station, a 5-min LF
multi-tonal set at 53, 103, 203, and 253 Hz were transmitted
first, followed by a 5-min mid-frequency (MF) multi-tonal
set at 303, 403, 503, 703, and 953 Hz. The time period be-
tween the first transmission at WP21 and last transmission
at WP23 was Greenwich mean time (GMT) 21:54-23:35.
During the transmissions, the source ship R/V Knorr
was maintained at pre-scheduled positions by use of the dy-
namic positioning system. The ranges from WP21 to VLAI1
were maintained at 1.007=0.001 km, from WP22 at
3.011*=0.001 km and from WP23 at 5.018 =0.001 km ac-
cording to the navigation system on board.'? The bathymetry
along the track between VLA1 and WP23 was generally flat
with slight water depth variation. The statistics of water
depths measured by the 12 kHz echo sounder on R/V Knorr
are shown in Figs. 2(a)-2(c). Figure 2(a) shows the histo-
gram of the water depths between WP19 (230 m away from
VLA1) and WP21; Fig. 2(b) shows the water depth histo-
gram between WP21 and WP22 and Fig. 2(c) shows the
histogram for water depths between WP22 and WP23. The
mean values indicate that the water depth becomes slightly
deeper from WP21 to WP23, with an increase of about 1.6 m
over 5 km. The water depth at VLA measured on JD237 (2
days before the data analyzed here collected) was
78.8£0.2 m. The maximum fluctuation of water depth at
the same location is 1.5 m if the diurnal tidal effect is con-
sidered. The source depth was monitored continuously12

TABLE I. Information of MPL-VLAT1 and the source stations.

Distance to  Transmission

Station Latitude Longitude MPL-VLA1 start time
name (N) (W) (km) (GMT)
MPL-VLA1  39°01.477"  73°02.256’ 0.000

WP19 39°01.520"  73°02.109’ 0.230 19:16
WP21 39°01.932"  73°01.914’ 1.000 21:54
WP22 39°02.868"  73°01.218’ 3.000 22:47
WP23 39°03.804"  73°00.522’ 5.000 23:29
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FIG. 2. Histograms of the water depth and source depth measurements. [(a)-(c)] Water depth measured by the shipborne echo sounder between the ship
stations; [(d)—(f)] Source depth measured at the ship stations during the source transmission.

(two samples per minute) and the statistics at the three WPs
during the source transmission are shown in Figs. 2(d)-2(f),
respectively.

Figure 3 is a schematic of the experimental geometry.
Sixteen hydrophones were equally spaced at 3.75 m apart on
VLAL. The distance from the bottom most hydrophone to the
sea bottom was 8.2 m. A tilt/pressure/temperature sensor was
located 0.5 m above the top most hydrophone. The data from

AZ

R ~1km

[« |R~3km| ‘—"|

this sensor indicate that the tilt of VLA was approximately
from 0° to 5° during the source transmissions.

The spatial and temporal variations of the water column
SSP are evident in Fig. 3 from the measurements made at the
WPs. Figure 4(a) is an overlay plot of all the profiles. The
times of the SSP being measured were aligned with respect
to the SSP measured earlier at 19:17 GMT on JD239 at
WP19. Substantial SSP variations are evident at the depths
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FIG. 3. (Color online) Sketch of the experimental geometry and geoacoustic model. The sediment structure is plotted according to the interpolated seismic
data along the source track provided by the geophysical seismic survey in the vicinity (Ref. 29).
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FIG. 4. (Color online) (a) CTD casts measured at the source stations during
the experiment. (b) Oceanographic observations recorded on WHOI envi-
ronmental arrays on JD239.

from 10 to 50 m over 4 h in time and 5 km in range. The
source depth was around 30 m, in the middle of the ther-
mocline. The water column sound speed changed consider-
ably at this depth over the observation time.

There were a large number of Woods Hole Oceano-
graphic Institution (WHOI) environmental array moorings
deployed over the experimental region during SWO06. The
pentagons in Fig. 1 are the environmental array moorings
(SW31, SW32, and SW54) that were closest to the source
track. SSPs recorded at those three locations on JD239 are
shown in Fig. 4(b)(1) to Fig. 4(b)(3). SSPs at SW54
(SHARK) were derived from the environmental array moor-
ings nearby.13 The SSPs at SW31 and SW32 were deter-
mined from the measured conductivity-temperature-depth
(CTD) data'® and the latitude of the experimental site ac-
cording to Refs. 14-18. The SSPs were sampled in time at a
rate of 30 s. In Fig. 4, the sample time was color coded to
represent the SSPs measured at different times. It is clear that
the SSPs at the three locations varied significantly. Figure
4(b)(4) shows all of the SSPs collected at the three locations
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during the CW tonal transmission from 21:30 to 24:00 GMT
on JD239. Notable differences in the thermocline are seen
from the SPPs measured at SW54 and SW31/SW32. The
differences can be characterized in terms of the sound speed
gradient and the depth of the thermocline.

lll. BAYESIAN MATCHED-FIELD GEOACOUSTIC
INVERSION THEORY

A. Bayes’ rule

For the completeness of the paper, this section outlines
the Bayesian approach to MFI. More detailed treatments of
Bayesian theory and its applications to MFI can be found in
Refs. 19-21 and the references therein. Let m be the vector
of model with M parameters to be estimated, and d be the
data vector. The elements of both m and d are considered to
be random variables. Bayes’ rule can be written as

P(m| d) - M , (1)

P(d)

where P(d|m), the conditional probability density function
(PDF) of d given m, represents the data information; P(m),
the PDF of m, represents model prior information and is
independent of d; and P(d) is the PDF of d and is a fixed
constant when the data are measured. P(m|d) is the condi-
tional PDF of m given d, and it represents the model infor-
mation that incorporates data [i.e., P(d|m)] and model prior
[i.e., P(m)] information. P(m|d) is also called the posterior
probability density (PPD), which is the general solution to
the inversion problem in the Bayesian formulation.

Interpreting P(d|m) in terms of observed data as a
function of model parameter m defines the likelihood
function L(m), which can generally be written as L(m)
cexp[—E(m)], where E(m) is an appropriate data misfit
function. If data and model prior information are combined
as a generalized misfit ®(m)=E(m)-log, P(m), then Eq. (1)
can be written as

exp[— P(m)]

f exp[— ®(m’)]dm’
M

P(m|d) = (2)

There is no restriction on prior information being used in the
computation of PPD. Prior information may be represented
by any distribution. In this approach, uniform distributions of
the model parameter values are assumed.

Due to its multidimensional nature, the full solution to
the inverse problem, PPD, is generally interpreted in terms of
properties such as maximum a posteriori (MAP), posterior
mean estimate, marginal probability distribution of model

parameter m;, where i=1,...,M, and model covariance ma-
trix, which are defined as follows:
My pp = 3fgmax{P(m|d)}, (3)
P(mi|d) =f 5(’"; —mi)P(m’|d)dm’, (5)
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C,= f (m —m)(m—m)’P(m|d)dm, (6)

where & in Eq. (5) is the Dirac delta function, and the super-
script T in Eq. (6) (and in the equations in the remainder of
this paper) represents transpose operation. While Egs. (3)
and (4) represent the “point” estimates of the model, Eq. (5)
reveals the uncertainty estimate of the model parameter. One
may use the interval that contains a certain percentage of the
area of the marginal distribution (credibility intervals) to
quantify the uncertainties of the model parameter estimates.
Higher dimensional (joint) marginal distributions can be de-
fined in a similar manner to Eq. (5). Inter-parameter correla-
tions are obtained from the correlation matrix, whose ele-
ments are defined as

= c;’j’»/ Vel (7)

R i

ij
where R;;’s are unity for the diagonal elements and have the
values within [—1, 1] for the off-diagonal elements. cj; are
the elements of the model covariance matrix Cp,.

For linear inversion problems, analytic solutions of Egs.
(3)—(5) exist. However, for nonlinear inversion problems
such as MFI, analytic solutions do not exist and numerical
integration must be applied.

B. Likelihood and misfit function for MFI

In matched field inversion, the data vector usually is the
complex acoustic pressure at frequency f on Ny hydrophones
of an array, d;=[d,.d,,... ,dNH]T; the model vector m
=[m,,m,, ... ,mM]T can be any geoacoustic/geometric/water
column sound speed parameter to be inverted, and the mod-
eled acoustic pressure computed for model m at frequency f
on an array of hydrophones can be written as d/{m)
=[d,(m),d,(m), ... ,dNH(m)]T. If the errors between the
measured and modeled data are assumed to be zero mean,
Gaussian distributed complex random variables that are un-
correlated from frequency to frequency, the likelihood func-
tion for frequency incoherent MFI can be written as

Ne
) = 11 i jerpt - d/m G 14y
- dy(m)]}, (8)

where “1” represents conjugate transpose, N is the number
of the frequency components used, and Cy is the data cova-
riance matrix at frequency f, which is introduced in the like-
lihood function to account for the spatial correlation between
the hydrophones on an array.

For MFI with limited source spectrum information (i.e.,
amplitude and phase at different frequencies),zz’23 the mod-
eled complex acoustic pressure at frequency f is generally
written as

d,(m) = A<"P(m), (9)
where P(m)=[P;(m),P,(m), ... ,PNH(m)]T is the complex
acoustic pressure on Ny hydrophones of an array calculated

by an acoustic propagation model; A; and 6, are unknown
magnitude and phase information. The complex factor Afe"ef
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can be obtained by substituting Eq. (9) into Eq. (8) and maxi-
mizing the likelihood function by setting JL/JdA;=0 and
dL/36,=0. Substituting the expression of Afe”’f back into Eq.
(8) leads to the likelihood function for MFI with unknown
source spectrum

Np i 1312
1 |P/(m)C; d/]
L(m) =] —-expy - {dTC‘ld e Akt R L B
T S P (m) P (m)
(10)
The corresponding misfit function is
Np T -19 12
P:(m)C, d
Em)=2, {d;cfldf_ —;;L e / } (11)
=1 Pf(m)Cf Pf(m)

C. Data error covariance matrix estimation

Data error information is one of the most important fac-
tors in Bayesian inversion since wrong assumptions or
knowledge of the data errors may bias the uncertainty esti-
mation of the model parameters being inverted. Data errors
include measurement errors and theory errors. Theory errors
arise from the reasons such as inappropriate model param-
etrization and inaccurate acoustic forward theory. The data
errors on the hydrophones of an array may have different
means and variances, although the error distribution could be
Gaussian. Furthermore, theory errors on the adjacent hydro-
phones could be correlated. Hence, it is not generally true
that the data error covariance matrix has identical indepen-
dent distribution (i.e., identical values at diagonal elements
and zeros on the off-diagonal elements), especially for the
cases when the frequencies are low and the hydrophone
separations are relatively small.

While the variance of the measurement errors can be
reduced by averaging over multiple data samples, we cannot
assume that the theory errors can be reduced by simply av-
eraging over multiple transmissions (or segments) of data.
However, information about the theory errors may be ex-
tracted by changing the experimental geometry (as a result,
changing the acoustic signal propagation conditions), such as
varying the source-receiver range” (the amount of range
change should be relatively small compared to the distance
between the source and the receiver to ensure the geoacous-
tic model is valid for all ranges), changing the source depth
or receiver depth, or simply maintaining the source and re-
ceiver geometry in a highly variable ocean environment. The
dominant parameters in the proposed geoacoustic model
should produce the acoustic replica that fits the data with
small uncertainties under different sound propagating condi-
tions. The differences between the measured and the mod-
eled data from different sound propagation conditions will
provide theory error information, so that the ensemble aver-
age of these differences may reveal the statistics of the
theory errors.

The data analyzed here were collected in rough sea state
conditions. The source was moving up and down along with
the source ship, and the upper part of the VLA was rotating
over the measurement period because of the effect of tidal
current and wind on the subsurface torpedo float that was
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attached to the top of MPL-VLAI. The source depth varia-
tions within the strong thermocline caused changes in the
sound propagation conditions in the waveguide that resulted
in variations of the acoustic field. This variation provided a
means for accounting for theory errors in MFI by using mul-
tiple data samples.

The data error covariance matrix at frequency f was es-
timated according to its formal definition, i.e., the ensemble
average over multiple optimization realizations,

Cy=((ry(m) — (rfm)))(r m) - (r(m))"), (12)

where r; are the data residuals (the difference between the
measured and modeled data) at frequency f given by

Pi(m)d,

r (m)=d;~ WPf(m). (13)
If the model m is appropriate for representing the data within
the observation time, then the residuals at each hydrophone
from multiple transmissions or segments can be considered
as a stationary process. Therefore, the ensemble average in
Eq. (12) can be replaced with the arithmetic average of the
residuals on each hydrophone over Ny, data segments (data
segmentation will be described later in data pre-processing
section)

1 Nsegt Nsegl
C,= N E rfi(m) - E rfj(m)
segt i=1 segt j=1
1 Nsegt T
X[ rm) - — > r;m) | (. (14)
Nsegt Jj=1

It should be noted that the assumption of stationarity of the
residuals at each hydrophone over the observation time
should be examined.”*

IV. BAYESIAN GEOACOUSTIC INVERSION ON SW06
TONAL DATA

Since the bathymetry between the source and MPL-
VLAL is almost flat, range independence is assumed in the
inversion. As a result, the objective of inverting the ocean
SSP is to search for a range independent effective SSP be-
tween the source and the receiver by using the statistical
information from a number of ocean sound speed observa-
tions. The range independent acoustic propagation model
ORCA (Ref. 25) is employed in the inversion. Since shear
wave effects are not considered in the inversion, based on the
earlier study in the vicinity of this experiment,24 the real axis
option of ORCA is used.

A. Data pre-processing

The time series signal of each VLA hydrophone was first
windowed into 2.62-s segments and then a fast Fourier trans-
form was applied to each data segment. The quality of the
data was examined at each frequency by checking the signal
to noise ratio (SNR). The correlation time of the background
noise was around 1.6 s (at 1/e¢ power point), which was
determined by the time series with the tonal components
removed. This correlation time was used to determine the
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separation of two consecutive data segments in time to en-
sure the background noise was independent from segment to
segment. Since the data of the upper four hydrophones were
contaminated by the noise due to the high sea state and the
clipping of the recorded signal, only the time segments that
had high SNR on the lower 12 hydrophones were chosen.
The Bartlett mismatch of the spectral components with re-
spect to the ones in a reference time segment was also con-
sidered as one of the criteria to choose the data.

The signals finally used in the inversion span 12 hydro-
phones over an aperture of 41.25 m, and 8 frequency com-
ponents: 53, 103, 203, 253, 303, 403, 503, and 703 Hz. The
reason for combining the LF and MF frequency components
in the inversion is to take the advantage of the depth penetra-
tion ability of the LF signal and the sensitivity to the water
column SSP of the MF signal, as suggested by the inversions
carried out at the earlier stage of the work reported here by
using only LF or MF separately.

B. Geoacoustic parametrization

The sea bottom parametrization in this study is based on
the geophysical surveys in the vicinity of the track and the
analysis of the parameter sensitivity. The track between the
WPs and MPL-VLALI is a track of common focus for the
geoacoustic experiments in SW06. Extensive geological and
geophysical surveys such as shallow cores, deep drills,
in-situ sediment probes, grab samples, and high resolution
chirp sonar sub-bottom surveys were carried out in the vicin-
ity of the track.”®*’ The sea bottom structure shown in Fig. 3
was provided by geophysical/geological seismic su1rvey28
along the track in terms of two-way travel time (TWT). The
figure shows that the bathymetry is weakly range
dependent—the water depth slightly increases when the
range increases. The seafloor is at TWT of 103—106 ms along
the track. There exists an R reflector at TWT of 130-135 ms
throughout the track. A shallower “erose” interface at TWT
of 115-128 ms is also found between the sea floor and the R
reflector. Besides, WP21 was directly above a filled channel.
A 13 m core collected in 2002 indicated that the channel is
filled by higher velocity unconsolidated sands, whereas the
upper unit of the rest of the track is believed to have the
same lower-velocity clay as most of the region of the outer
shelf wedge.27

Several optimization trials were carried out to study the
sensitivity of each parameter at three ranges. At the range of
1 km, the layer thickness is relatively sensitive when a two-
layer over half space model was used, while at 3 and 5 km
ranges, the layer thickness is not as sensitive even when a
one-layer over half space model was used. Based on the
geophysical surveys and the parameter sensitivity study, a
simple geoacoustic model of one layer over a half space was
chosen to represent the sea bottom for all the three sites. The
objectives of the inversions were to investigate the resolv-
ability of the R reflector at the sediment and basement inter-
face, and the evolution of the parameter sensitivities over the
range in the experiment. To investigate the frequency depen-
dency of the sediment p-wave attenuation, it was param-
etrized in terms of a,(f)=a(f/fo)P, where the unit of fre-

Y. Jiang and R. Chapman: Geoacoustic inversion in dynamic oceanic environment



quency fis kHz, f; is 1 kHz, and «, is in dB/m. The constant
factor a and the exponent B were inverted directly. a;, was
computed from each « and S pair and then used in the acous-
tic model. Similar to the parametrization of attenuation in the
earlier inversion approach,8 a is considered to be homoge-
neous in the sediment, and the frequency dependence factor
B applies to the top of the sediment.

Due to the spatial variability of the geoacoustic param-
eters over the range and the sediment depth, it is expected
that the parameter estimates from the inversion are the effec-
tive ones that average over the propagation range and the
depth.

C. Water column sound speed parametrization

As mentioned earlier, small and large SSP sample sets
were used to compare the effect of the statistics of SSP ob-
servations on the estimates uncertainties. To isolate the prob-
lem, the small SSP sample set contained only the SSPs col-
lected from CTD measurements on the source ship along the
source-receiver track and within or close to the source trans-
mission times. The large SSP sample set contained the SSPs
recorded on the SW31, SW32, and SW54 environmental ar-
ray moorings within the total source transmitting time
(21:30-24:00 GMT on JD239) and all of the samples in the
small SSP sample set.

First, the SSPs collected from the source stations were
downsampled in depth yet dense enough to capture the char-
acteristics of the SSPs. Next, the SSPs from WHOI environ-
mental array moorings were interpolated and extrapolated to
match the sample points in depth of SSPs acquired at source
stations. Since the SSPs in the small sample set were almost
identical from 0-10 m and from 50-79 m [see Fig. 4(a)],
only the middle parts (10-50 m) were used in the small
sample set analysis. This process essentially added some rea-
sonable constraints in the search of the effective ocean SSP.
There were 5 SSPs in the small sample set and 905 SSPs in
the large sample set in the EOF analysis described as fol-
lows. The number of the depth data points in the small SSP
sample set was 23 and in the large SSP sample set was 27.

The EOF representation of the ocean SSP is summarized
in the Appendix. One can determine the number of eigenvec-
tors, L, that is statistically significant to match a prescribed
degree of fit to the total energy from the relationship

J=L=N,;
= 2 M\u(R), (15)

J=1

where A is the eigenvalue.

Similar to Eq. (15), a misfit ratio is defined in determin-
ing P, which is the number of EOFs needed to reconstruct an
individual SSP to a prescribed degree

Ip=[sp(N)sp(N) V(s (N7) = SN (s,(N,) = 5(N))],
(16)

where sP(NZ)zﬁflP SNfaj‘kv i(N). I3 is used as an criterion in
this study to determine the number of EOFs to be used to
reconstruct an individual SSP.
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FIG. 5. (Color online) Comparison of the percentage of energy fit versus the
number of EOF coefficients used between the small (circled line) and the
large (star line) SSP sample sets. (a) Percentage of the energy versus the
number of EOFs and (b) percentage of misfit energy over total misfit versus
the number of EOFs used to recover individual SSP (CTD of WP19-1 is
used as an example).

It should be mentioned that the values of L and P are not
necessarily the same because they have different definitions.
I/L\ indicates the number of modes that have statistically sig-
nificant contributions to the total energy. If the SSPs in
S(Nz,Ng) are highly correlated, L could be only 2 or 3 in
order to get 95% fit to the total energy. On the other hand, I;‘J
gives the measure of the difference from one individual SSP
si(Ny) is to the background profile 5(N,). If s;(N,) is greatly
different from s(N,), P is usually larger than L. Each indi-
vidual SSP may generate different P and I*,ﬁ. In other words,
if the effective SSP that is suitable for the propagation prob-
lem is greatly different from the background SSP, it is ex-
pected that more EOFs are required. Examples of the differ-
ences between I’g and I?J are shown in Figs. 5(a) and 5(b); the
SSP measured at WP19 on JD239 19:17 GMT is used as an
example SSP to be recovered. For the small sample set, it
requires two modes to get over 95% of the total energy fit;
while it needs three to reconstruct s;(N,) to meet 95% level
of the misfit energy. For the large sample set, three modes
represent over 95% of the total energy, but at least eight
should be used to reconstruct s,(N,) to meet the requirement
of 95% of the misfit energy. Clearly, the method of choosing
the number of EOF coefficients to be inverted according to
I rather than 2 is more conservative.

The number of EOFs to be inverted in the inversion is
determined by checking the I;‘J versus the number of EOFs
curve of all the SSPs in S(N,,Nj). For the large sample set,

Y. Jiang and R. Chapman: Geoacoustic inversion in dynamic oceanic environment 2887



the greatest number of EOFs needed to reach over 90% of
the misfit energy, which is 8, is chosen to be inverted. For the
small sample set, the number of EOFs is 4 to reach over 95%
of the misfit energy. The search bounds for each EOF coef-
ficient are found by examining the values in the coefficient
(weighting) matrix A. The following steps are taken to make
sure sufficient large bounds are used in the inversion algo-
rithm: (1) find the maximum absolute value in each row of A
(corresponding to one mode), (2) expand this value to about
to 5%, (3) reflect this value to the other direction with re-
spect to 0, and (4) collect the values in steps (2) and (3) to
form the lower and higher search bounds of that coefficient.
For example, if the values of the first mode’s coefficient
ap€[-51.5,25], where k=1,...,Ns, then the final search
bounds for the coefficient are set to [—55, 55].

D. Parameters to be inverted
There are three groups of parameters to be inverted:

e four geometric parameters: water depth, source depth,
range, and array tilt;

e nine geoacoustic parameters: sediment depth, sediment
p-wave sound speed and density at top and bottom, the
constant and the exponent of frequency dependence of the
attenuation of the sediment, and p-wave sound speed and
density of the lower half space; and

¢ 4/8 EOF coefficients to describe the water column SSP,
where 4 is the number of EOF coefficient to be inverted for
the small SSP sample set and 8 is the number for the large
SSP sample set.

The total number of parameters to be inverted for the
small SSP sample set is 17, and for the large SSP sample set
is 21. The p-wave attenuation of the lower half space was
fixed to 0.3 dB/m at 1 kHz according to the canonical model
derived from the previous studies on the New Jersey
Shelf 2426:27.29-33

The search bounds for the water depth and the source
depth are determined according to the measurements shown
in Fig. 2. The search bounds for the array tilt were extended
to [—6°, 6°] since there is no indication of the array tilt
direction, although the VLA tilts measured by the tilt-meter
on the upper potion of the VLA during the signal transmis-
sions were within [0°, 5°]. The search bounds for source
range were extended £500 m from the nominal value to
accommodate the effect of ocean SSP on source localization.
Geoacoustic parameters were given adequate search bounds
to account for the possible effect of their variability over the
range. The search bounds for all of the parameters to be
inverted are summarized in Table II.

E. Data error covariance matrix estimation from
multiple data segments

The procedure of estimating the data error covariance
matrices is similar to the one introduced in Ref. 24. Multi-
tonal optimization inversions were carried out on multiple
2.62-s-long segments of the data at each of the different
ranges. The energy function of the optimization was
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TABLE II. The search bounds of the model parameters to be inverted. In the
geometric parameters column, the three pairs of search bounds for the range
are for the inversions of 1 km, 3 km, and 5 km data, respectively. In the EOF
column, the top four are for the small SSP sample set and the lower eight are
for the large SSP sample set.

Geoacoustic parameters

H (m) [10 30]
¢y (mls) [1560 1800]
¢ya (m/s) [1560 1800]
cpp (ms) [1650 2000]
a [0 1.0]
8 [1.0 2.1]
pi (g/cm?) [1.6 2.2]
p, (g/cm?) [1.6 2.5]
pp (g/cm?) [1.6 3.0]
Geometric parameters
WD (m) [78 83]
SD (m) [28 32]
Range (km) [0.95 1.05]
[2.95 3.05]
[4.95 5.05]
Array tilt (deg) [-6.0 6.0]
EOF coefficients
EOF 1 [—30 30]
EOF 2 [-20 0]
EOF 3 [—10 10]
EOF 4 [—10 10]
EOF 1 [—5555]
EOF 2 [—25 25]
EOF 3 [—15 15]
EOF 4 [—15 15]
EOF 5 [—10 10]
EOF 6 [-15 15]
EOF 7 [—15 15]
EOF 8 [—10 10]
Nf
E(m) = Ny log |d; - df(m)[. (17)

i=1

The optimization algorithm was adaptive simplex differential
evolution, which combines the local optimization downhill
simplex algorithm34 and the global optimization algorithm
differential evolution.”® The population size™ was ten times
the number of the parameters to be inverted, mutation factor
was 0.8, crossover factor was 0.8, and the perturbation num-
ber in the downhill process was 5.

The residuals on the hydrophones at eight frequencies
were then collected to compute the covariance matrices at
each range according to Eq. (14). The number of segments
used to estimate data error covariance matrices Cy for WP21
was 60, for WP22 was 49, and for WP23 was 36. Figure 6
shows the estimated data error covariance matrices of the
eight frequency components used later in Bayesian MFI of
WP21 data. It is clear that the matrices are not identical
independent distributed, and the data errors between the hy-
drophones have different correlations from frequency to fre-
quency.

Besides constructing the data error covariance matrices,
the results of the optimization inversions of the multiple data

Y. Jiang and R. Chapman: Geoacoustic inversion in dynamic oceanic environment
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FIG. 6. (Color online) Estimated data error covariance matrices for WP21 data. The upper row displays the real parts of the covariance matrices at different

frequencies and the lower row displays the imaginary parts.

samples (or segments) are used to examine the consistency
of the geoacoustic parameter estimates. Since the seabed pa-
rameters such as sediment sound speed and layer thickness
will not dramatically change during the time of the experi-
ment, it should be expected that the dominant geoacoustic
parameter estimates have small variances, even though the
ocean environment and the experimental geometry may vary.
The consistency of the estimates is checked quantitatively in
terms of the means and variances of the optimization results,
and qualitatively by examining the histogram24’36 of the op-
timal parameter estimates. The results indicate that the sedi-
ment sound speed and layer thickness estimates from the
optimization of multiple data segments are consistent at each
range. The sediment sound speed and layer thickness esti-
mates from the optimization inversion of the three ranges’
data are also consistent.

F. Statistical validation of the assumptions made on
the data errors in the inversion

The assumptions made in the Bayesian inversion ap-
proach were tested by checking the weighted residuals (the
differences of the measured and modeled data, weighted by
data error covariance). The assumption that the data errors
are uncorrelated from frequency to frequency was tested
qualitatively by checking the cross correlation of the
weighted residuals between the frequencies, on both real and
imaginary parts, respectively. There is no strong evidence
against the assumption that data errors are uncorrelated from

H(m) cpi(m/s) cp2(m/s) cpb(m/s)
small A— j:\ A /:\
ol ALA A
10 30 1560 1800 1560 1800 1650 2000
o B pi(glem?) p2(g/lem®) pb(g/em®)
small 1 1 | 1 1
|arge 1 1 1 1 1
0.01 1 1 21 1.6 22 1.6 25 1.6 3

FIG. 7. (Color online) Comparison of the geoacoustic parameter estimates
obtained by using small and large ocean SSP observation samples. The
dashed lines indicate the mean values of the estimates.
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frequency to frequency. The assumption of the stationarity of
data errors on each hydrophone over the observation time
was checked by wusing Kolmogorov—Smirnov two-
distribution test.**** There was no strong evidence against
the assumption of stationarity of the weighted residuals at a
significance level a of 0.05 at each hydrophone and fre-
quency. This is a sufficient condition that the ensemble av-
erage could be replaced with arithmetic average in estimat-
ing data error covariance matrices.

As a necessary condition, the assumption that the
weighted residuals are Gaussian distributed and spatially un-
correlated across the array was examined by using
Kolmogorov—Smirnov test for normality and runs test for the
randomness.”> Both significant levels were 0.05. The tests
results showed no strong evidence that the assumptions that
the data errors were Gaussian distributed and spatially uncor-
related were violated.

V. BAYESIAN GEOACOUSTIC INVERSION RESULTS

A. Comparison of Bayesian MFI results between
large and small SSP sample sets

To examine the inversion results obtained for the two
different sets of SSP observations, one dimensional (1D)
marginal distributions of geoacoustic parameter estimates
obtained for the range of 1 km are shown in Fig. 7, and the
geometric parameter estimates are shown in Fig. 8. The
maximum values of the marginal distributions in all of the
panels in both figures are set to the same value for the con-
venience of comparing the credibility intervals visually. The
corresponding 95% credibility intervals and the MAP esti-
mate of the parameters are listed in Table III. In terms of
average values in the sediment layer, sediment sound speed

WD(m) SD(m) Range(km) tilt(°)
1 1 1
JAN A
1 1 1
small = T i
A JAN
large . . L
78 83 28 32 0.95 1.05 -6 6

FIG. 8. (Color online) Comparison of the geometric parameter estimates
obtained by using small and large ocean SSP observation samples. The
dashed lines indicate the mean values of the estimates.
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TABLE III. Comparison of 95% credibility intervals and MAP estimates of
the parameters from Bayesian inversion by using different SSP sample in-

formation. The estimates are listed as (left bound MAP right bound).

SSP sample set

Parameters Small Large

H (m) [22.3 23.0 24.3] [20.6 22.0 25.0]

¢y (m/s) [1609.1 1626.0 1637.0] [1626.0 1641.8 1656.6]
Cpp (mfs) [1581.0 1590.9 1605.8] [1567.2 1580.1 1601.7]
¢ (m/s) [1730.1 1758.6 1786.4] [1717.6 1735.2 1795.2]
a [0.016 0.154 0.321] [0.028 0.220 0.481]
B [1.230 1.383 2.099] [1.164 1.712 2.099]
p; (g/cm?) [1.60 1.68 1.77] [1.60 1.62 1.74]

ps (g/cm?) [1.68 1.82 2.43] [1.70 1.94 2.48]

pp (g/cm?) [1.75 2.34 2.99] [1.68 2.10 2.95]
WD (m) [78.0 78.5 79.0] [78.0 78.2 78.4]

R (km) [0.994 1.005 1.022] [0.981 0.989 0.997]
SD (m) [29.8 30.3 30.7] [30.0 30.1 30.6]
Tilt (deg) [-1.37 —=1.17 —1.06] [-1.14 —0.93 —0.81]

estimates are quite consistent in both approaches, with the
average MAP value at 1608.3 m/s for the small sample set
and 1610.4 m/s for the large sample set. In both approaches,
sediment depth and half space sound speed are very well
resolved. The p-wave attenuation constant and density at the
top of the sediment are less sensitive. There is weak sensi-
tivity of the attenuation in the sediment, but no information
about the density at the bottom of the sediment and the half
space is extracted in both approaches.

The geometric parameters are generally very sensitive.
Estimates of water depth, source depth, and array tilt from
both approaches are consistent with each other. Range esti-
mates are not as consistent. The range estimated from the
small SSP sample set approach is closer to the value of 1.007
km, which is the average range derived from global position-
ing system measurements. The very narrow 95% credibility
interval of the array tilt estimation indicates the VLA was
leaning in a specific direction in the experiment, which
would be expected from the wind conditions during the data
collection.

EOF coefficients estimates are plotted in Fig. 9 to show
the sensitivity of the coefficients at 1 km range. The 1D
marginal distributions in the figure are normalized in a way
that the integral of each individual marginal PPD equals 1.
The creditability intervals can be used as an indicator of the
weight of a specific EOF. Figures 10(a) and 10(b) display the
SSP marginal distributions derived from the EOF coefficient
estimates shown in Figs. 9(a) and 9(b). It is seen from the
rather broad minimum-maximum boundary of the two plots
that the inversions were given large search bounds in search-
ing for the water column SSP. The very tight 95% credibility
bounds indicate that the water column SSP is very sensitive
in both of the inversions. Figure 10(c) displays the MAP SSP
estimates from the two approaches on top of the SSPs mea-
sured at the source ship stations. It is evident from Fig. 10(c)
that the effective SSP for the 1 km data is very close to
CTD-WP19-2 (CTD measured 2 h earlier than the time of
source transmission at WP19). The SSP estimated from the
small sample set approach follows CTD-WP19-2 closely. It
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FIG. 9. (Color online) Comparison of the EOF coefficient estimates ob-
tained by using different ocean SSP observation samples. (a) The small SSP
sample set and (b) the large SSP sample set. The dotted lines indicate the
bounds of the 95% credibility intervals.

is obvious that the top 12 m of the SSP estimated from the
large sample set approach shifts away from the measured
SSPs, which are almost identical. However, the lower part of
the SSP (from 25 m and down to the sea bottom) is consis-
tent with the one estimated from the small SSP sample set
approach. Given the fact that the inverted geoacoustic and
geometric parameters from the large SSP sample set ap-
proach are consistent with the ones from the small SSP
sample set approach, it suggests that the SSP gradient around
the source depth is important.

The sensitivity of the EOF coefficients shown in Fig.
9(b) confirms that the number of EOF coefficients to be in-
verted is appropriate. The inversion demonstrates that the
number of EOF coefficients to be inverted should be deter-
mined by the number of modes needed to recover an indi-
vidual SSP to a certain degree of fitness, rather than by sim-
ply using the number of the most dominant modes (the
modes that have the largest eigenvalues). Because the small
SSP sample set has the most relevant information about the
SSP between the source and the receiver, the inversion works
very well even though the number of SSPs used in the analy-
sis is not large statistically. Moreover, since the upper and
lower portions are constrained to the average measured pro-
file values, this approach requires fewer EOFs to construct
the effective SSP in the thermocline. More EOF coefficients
are necessary in the inversion when using the large SSP
sample set because we are fitting the entire profile, and the
effective SSP for the 1 km data is considerably different from
the average SSP of the sample set. Since more EOFs are
required, the downside of using the large SSP sample set is
the increased computational effort in the inversion to esti-
mate the geoacoustic parameters.

Y. Jiang and R. Chapman: Geoacoustic inversion in dynamic oceanic environment
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FIG. 10. Comparison of the inverted SSP estimates obtained by using dif-
ferent ocean SSP statistics: (a) marginal distribution of SSP using the small
SSP sample set, (b) marginal distribution of SSP using the large SSP sample
set, and (c) MAP estimates of SSPs from the small and the large SSP sample
sets. The lighter curves are the SSPs measured at different source stations.

B. The sensitivity of the geoacoustic parameter
versus range

In order to observe the evolution of the parameter sen-
sitivity over the range, Bayesian MFI is applied on the multi-
tonal data collected at 1, 3, and 5 km, using the small SSP
sample set for water column SSP parametrization. A com-
parison of 1D marginal distributions of the geoacoustic pa-
rameter estimates at three ranges is shown in Fig. 11. The
corresponding 95% credibility intervals and MAP estimates
are listed in Table IV.

Compared to the inversion results of 1 and 5 km data,
only sediment p-wave sound speeds are resolvable at 3 km.
Although there is some sensitivity of layer thickness, attenu-
ation constant, and half space sound speed and density, the
relatively poor estimation of water depth (which was pushed
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FIG. 11. (Color online) Comparison of geoacoustic estimates from different
WPs obtained by using the small SSP sample set. The dashed lines indicate
the mean values of the estimates.

to the lower search bound) makes the inversion results of 3
km data not very convincing. A Bayesian MFI of 3 km data
using the large SSP sample set gives similar results. It is
likely that the ocean environment variability is too severe to
be represented by a single effective range independent SSP
for this case.

The inversion results at 1 and 5 km are consistent with
each other. The average sediment sound speeds are 1608.3
and 1610.0 m/s, respectively. Negative gradient of the sedi-
ment sound speed can also be observed if MAP values are
considered. The sediment layer thickness estimates are
23.3+0.5 and 20.3*3.2 m, respectively. The sensitivities
of the sediment layer thickness, p-wave sound speeds in the
sediment, and half space decrease when the range increases.
The sensitivity of p-wave attenuation constant stays almost
the same but the sensitivity of the exponent of the frequency
dependence of the attenuation increases over the range. It is
expected that the effect of the frequency dependence of the
attenuation would be more evident at longer ranges. It should
be noticed that the attenuation discussed here is a general
loss factor that integrates other mechanisms of energy loss
process caused by seafloor roughness, sediment spatial inho-
mogeneities (variability in range and in depth), and absorp-
tion in the water and sediment, etc.

C. The inter-parameter correlation of the ocean SSP
parameters and geometric/geoacoustic
parameters

The correlations between the water column SSP and
geometric/geoacoustic parameters at the three ranges are dis-
played in Fig. 12 in terms of two dimensional (2D) marginal
distributions and inter-parameter correlation matrices com-
puted according to Eq. (7).

2D marginal distributions of the EOF coefficients versus
selected geometric/geoacoustic parameters at the three
ranges are shown in Figs. 12(a), 12(c), and 12(e). It is seen
that the water column SSP has strong correlation with range
and source depth at all ranges. The effect of the SSP on water
depth estimation is greater at closer range. Dual modes of the
PPDs of the EOF coefficients are found in Fig. 12(c). For
these data, it is likely that the assumption of a single effec-
tive water column SSP is not adequate. It is also seen that the
ocean SSP has a greater effect on water depth and range
estimates at 3 km range. The impact of the oceanic SSP on
the source range becomes more severe at 5 km range, which
is shown in Fig. 12(e). Strong correlations between the EOF
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TABLE IV. Summary of MAP estimates and 95% credibility interval of geoacoustic model estimates at differ-
ent ranges listed as (left bound MAP right bound).

Range
Parameters 1 km 3 km 5 km
H (m) [22.3 23.0 24.3] [13.526.2 30.0] [13.7 18.3 27.4]
¢, (m/s) [1609.1 1626.0 1637.0] [1585.4 1642.5 1670.7] [1581.0 1619.8 1632.8]
¢y (m/s) [1581.0 1590.9 1605.8] [1560.0 1585.4 1679.6] [1578.5 1600.4 1686.3]
cpp (m/s) [1730.1 1758.6 1786.4] [1650.0 1848.8 1910.1] [1744.1 1894.9 1997.6]
@ [0.016 0.154 0.321] [0.029 0.049 0.654] [0.104 0.136 0.541]
B [1.230 1.383 2.099] [1.013 1.106 2.099] [1.252 1.342 1.999]
py (g/cm?) [1.60 1.68 1.77] [1.79 1.88 2.20] [2.01 2.17 2.20]
p, (g/cm®) [1.68 1.82 2.43] [1.97 2.46 2.50] [2.12 2.18 2.50]
pp (g/cm?) [1.75 2.34 2.99] [2.03 2.96 3.00] [2.17 2.82 3.00]
WD (m) [78.0 78.5 79.0] [78.0 78.3 78.8] [78.4 78.7 79.1]
R (km) [0.994 1.005 1.022] [2.951 2.996 3.033] [4.964 4.991 5.050]
SD (m) [29.8 30.3 30.7] [29.6 30.2 31.4] [28.6 29.2 30.2]
Tilt (deg) [-1.37 —1.17 —1.06] [-1.77 —0.92 —0.62] [—1.64 —0.86 —0.69]

coefficients and the range imply larger uncertainty in source
range estimation in a dynamic ocean environment at longer
range.

The inter-parameter correlations of all of the inverted
parameters are shown in Figs. 12(b), 12(d), and 12(f). Strong
positive correlations of water depth and range, and water
depth and source depth are found at all three ranges, which is
consistent with the findings in previous studies.”**7% Nega-
tive correlation between the sound speed at the sediment top
and bottom suggests that the inversion tries to adjust those
two sound speeds to get an average sound speed in the layer.
It also indicates a lower sound speed layer between the sea-
floor and the R reflector. Notable correlation between the
EOF coefficients and geometric parameters (water depth,
range source depth, and array tilt) are found at all three
ranges. However, it is difficult to interpret the reason for
these correlations because it is not intuitively clear what con-
tribution each individual EOF coefficient makes to the ocean
SSP characterization. One conclusion can be drawn that the
ocean SSP has greater impact on geometric parameter esti-
mates. Positive correlation between the constant and the ex-
ponent of the frequency dependence of the attenuation may
suggest that there exist more than one frequency component
that is sensitive to those two factors. The misfits of those
frequency components dominate the misfit function used in
the inversion. As a result, the inversion needs to find a proper
factor to scale the attenuation to fit the data at different fre-
quencies.

VI. SUMMARY

This paper applies Bayesian matched field inversion
technique to multi-tonal data collected on the New Jersey
continental shelf where strong water column sound speed
variability caused by internal waves, local eddies, etc., was
evident. The ocean SSP was parametrized in terms of EOFs
and inverted along with the geoacoustic parameters to ac-
count for the dynamic water column environment in the in-
version. Inverting ocean SSP simultaneously improved the
estimates of the known geometric parameters, and provides
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qualitative confidence that the propagation was correctly
modeled.* The inversions show that the most sensitive geoa-
coustic parameters are the sediment layer thickness, and the
sediment sound speeds at the top and bottom of the layer.
Notable negative gradient of the sediment sound speed is
evident from the inversions at 1, 3, and 5 km.

Two sets of ocean SSP observations were employed in
the EOF analysis to investigate the effects of different SSP
statistics on the inversion results. The inversions of the 1 km
data from the two approaches show that the impact of the
dynamic ocean environment is mitigated, since the geometric
parameter estimates such as water depth, range, and source
depth are consistent with the known values, and the geoa-
coustic parameter estimates from the two approaches are also
in excellent agreement. We can conclude that, for relatively
weak variability in the ocean environment, using a limited
set of SSPs that contain information about the variability
during the experiment is an effective approach. Moreover,
this approach may permit further simplifications such as us-
ing a portion of the observed SSP as was done effectively for
the 1 km data. However, this approach is limited by more
severe of the environmental variation along the propagation
path that could cause mode coupling.

Inversions of multi-tonal data collected at different
ranges reveal that the sensitivities of the geoacoustic param-
eters change over the range, as expected. The ability of re-
solving the layer information of the sediment decreases be-
cause the acoustic field becomes evanescent in the sediment
at longer range. The sensitivity of the frequency dependency
of p-wave attenuation increases over the range since the ef-
fects of different energy loss mechanisms on different fre-
quencies build up over longer ranges. The 2D marginal dis-
tributions and the inter-parameter correlations derived from
the PPD also indicate that the water column SSP has great
impact on geometric/geoacoustic parameter estimation. Us-
ing an inappropriate SSP leads to incorrect water depth,
range, and source depth estimation.

Y. Jiang and R. Chapman: Geoacoustic inversion in dynamic oceanic environment
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FIG. 12. (Color online) 2D marginal distributions of EOFs and water depth, range, source depth, and the sound speed at the sediment top at (a) WP21, (c)
WP22, and (e) WP23, and inter-parameter correlations of the inverted parameters at different ranges: (b) WP21, (d) WP22, and (f) WP23.
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APPENDIX: WATER COLUMN PARAMETRIZATION IN
TERMS OF EOF

Let a N, X Ng matrix S(N,,Ng) be the ocean SSP obser-
vations collected at different locations, Z=[Z,,Z,, ..., Zy.]"
be the vector of the depths of the SSP samples, where N, is
the number of SSP data points alone the depth, and N, is the
population of the SSP observed at different locations.
S(Nz,Ng) can be expressed in terms of the sum of the mean
SSP  (or  background  SSP),  5(N,)=E[S(N,,Ny)]
=[5(2)),5(Z,), ... ,E(ZNZ)]T, and the residual SSPs S.(N,,Ny)

S(NZ’NS)=§(NZ)+Sr(NZsNS)’ (Al)

where E[-] is the mathematic expectation and S,(N,Ng) are
the differences between S(N,,Ng) and 5(N,). Apparently,
S.(N,,Ny) is also a N, X Ng matrix and can be written as a
linear combination of a set of orthogonal functions

S.(N,,Ng) =HA, (A2)

where H is a N, X M matrix that contains M orthogonal
functions and A is a M X Ng matrix, which represents the
weights corresponding to the orthogonal functions to recon-
struct the individual residual SSP. The weighting matrix A is
found by projecting H” on the SSP residual matrix S,, once
the orthogonal function set is found,

A =HTS.(N,,Ny). (A3)

The statistical independent orthonormal basis set Vggog
can be found by finding the eigenvectors of the SSP residual
covariance matrix*' R as follows:

R = E[S,S!1= ViorAgorVior- (A4)

VEeor is @ N, X N; matrix that contains N, significant eigen-
vectors, where N;=min(N,,Ny). Each eigenvector repre-
sents one mode of the SSP variations in depth. Aggp is a
N; X N, diagonal matrix, where the elements on the diagonal
are the eigenvalues. Each eigenvalue represents the energy of
individual mode.

H can be related to the orthonormal EOF basis by a
unitary transform: H=VgopE, where EET=E’E=I, and I is
the identity matrix. Consequently, Eq. (A1) can be written as

S(NzNg) =5(Nz) + HA =5(Ny)

+ Veor - (V{:OF -S(Nz,Ny)). (A5)

Or an equivalent format for an individual profile s;(N,)
Ny
Sk(NZ) = E(NZ) + E am,kvm(NZ)’

m=1

(A6)

where the weighting factor a,,; (an element of weighting
matrix A) is found by projecting Vggor on the corresponding
SSP residual, v,, is the mth eigenvector, and ke [1,...,Ng].
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Passive acoustic detection of schools of herring
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Herring (Clupea pallasii and C. harengus) have been observed to release gas from their bladders
during vertical migration likely to adjust buoyancy and also when under strong predation pressure.
Based on recently measured and modeled sound for individual fish, spectral levels are estimated for
entire herring schools in the ocean for both scenarios, and the feasibility of passive detection is
explored. For a typical school of migrating herring near-surface spectral levels of about 50 dB rel.,
1 pPa/ JHz at 3—7 kHz are predicted. If wind conditions are calm where migrating herring are
found, such as for Pacific herring in Prince William Sound, Alaska, passive detection is very likely.
For an exemplary 10 metric ton compact school, peak spectral source levels of about 80—90 dB rel.
1 puPa/ JHz ref. 1 m are predicted, yielding a range of detection against calm wind background of
about 1000 m. Field measurements of potential gas-release events agree with the predictions for the
compact school scenario with regard to levels and spectral shape and indicate that passive acoustic

monitoring is feasible and could be a prime tool to study predator-prey interactions.
© 2009 Acoustical Society of America. [DOI: 10.1121/1.3097473]

PACS number(s): 43.30.Sf, 43.30.Nb, 43.80.Ka [KFG]

I. INTRODUCTION

It has been repeatedly observed,"? both optically and
acoustically, that schools of spawning herring release gas
from their swim bladders when under attack from predators
or during diurnal vertical migration. This collective gas re-
lease can result in bubble clouds large enough to form slick
areas and white foam above the herring school when the
rising bubbles break the surface. The reason for the gas re-
lease is believed to be twofold. During a vertical upward
movement, herring release gas from their bladders to com-
pensate for the pressure change and the corresponding in-
crease in bladder volume. The vertical motion is either trig-
gered by diel migration of schools from depths of up to
400 m to the surface at night or forced by predators. It is also
speculated that compact herring schools may release gas to
acoustically and optically confuse attacking predators or for
communication purposes.3 This hypothesis is based on the
fact that bubble clouds have a strong impact on the active
and passive acoustic environment and are also effective scat-
terers of light. This could lead to a decreased acoustic and
optical “visibility” of the herring and also to the presence of
“false targets” in both detection modes. Both effects not only
potentially fool predators but also fisheries acousticians that
must discriminate bubbles from fish when estimating bio-
mass.

Wahlberg and Westelrbelrg4 found source levels of about
73 dB re puPa rms ref. 1 m of the chirps originating from gas
release of individual herring (Clupea harengus). Hahn and
Thomas® presented a detailed model for the source levels of
individual herring that is based on the observations of Wahl-
berg and Westerberg4 and Wilson et al.,” which generally
agrees with their data. Based on this model and on
echograms of gas release of herring schools obtained by
Thorne and Thomas® for Pacific herring (C. pallasii) and by
Nottestad' for Norwegian herring (C. harengus), this paper
explores the feasibility of passive acoustic detection of entire
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herring schools by observing the sound that their collective
gas release generates.

Passive acoustics devices at low frequencies are simple,
very cost efficient, and have the potential to cover large ar-
eas. Passive acoustic monitoring of herring can complement
ongoing active acoustic survey techniques that are used for
stock assessment purposes. One practically and economically
limiting factor of these surveys is the need to locate the her-
ring aggregations within a large area before detailed biomass
measurements can take place. Passive acoustics will help
overcome these limitations. Besides making these surveys
more efficient, understanding the acoustic impact of the gas
release will also improve our understanding of predator-prey
interactions.

Passive acoustic detection and monitoring techniques
have been proposed and employed for several vocal fish spe-
cies in the past. It is not appropriate to comprehensively
review the body of literature on passive acoustic applications
in fisheries here. We rather point to an excellent review paper
by Rountree et al.,6 as well as to the various contributions to
the proceedings7 of Listening to Fish: An International
Workshop on the Applications of Passive Acoustics in Fish-
eries, which both also provide a rich bibliography. Because
of their commercial importance and their strong vocal signa-
ture, special attention has been given to drum®'° (sciaenids)
and cod'' ™" (gadids) fishes but even species that are not
widely associated with vocalization, such as tuna,14 have
been studied from this point of view. Moreover, it is esti-
mated that far more than 800 fish species are vocal® and,
hence, are a potential target for passive acoustic monitoring.
Although passive acoustic techniques in fisheries are a rela-
tively new development, they have been commonly applied
to the monitoring of marine mammals'™ for a much longer
time.

All these studies are based on a thorough understanding
of the spectral and temporal characteristics of the sound pro-
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duced by the various species. As the sounds of many species
are quite distinct, an acoustic discrimination can often be
accomplished without deeper insight into the physics of
sound production. The opposite is the case for herring. Here,
the received sounds are not due to direct vocalizations of the
fish but rather an acoustic consequence of the bubble release.
One could argue that ringing bubbles are the most common
and generic underwater sound in the frequency domain of
interest. They are, for example, responsible for the wind-
driven component of ambient noise in the ocean'® 2 emitted
by breaking waves—due to collective modes even at very
low frequenciesﬂ*zs—and for the underwater sound of
rain.?%?’ Hence, we aim to describe the sound of herring
gas-release events from first physical principles to learn how
to distinguish it from other bubble related sound sources. We
think that it is fair to say that compared to traditional active
acoustic assessments, passive techniques have not nearly
been developed and used according to their true potential.
We hope that this study will help to close this gap.

An outline of our approach is given in the first part of
Sec. II. The presentation continues with a review of the
acoustics of individual herring that was developed in our
previous paper.5 The core of Sec. II contains a theoretical
estimate of the expected sound levels and a comparison with
field data. We address two scenarios of collective gas release:
a compact school under strong predation pressure and a ver-
tically migrating school releasing gas at a narrow depth
layer. A discussion of the results, as well as an outlook to-
ward further developments, is given in Sec. III.

Il. ESTIMATION OF SOUND LEVELS
A. General approach

Let p,(r,ry;1) be the waveform of an acoustic pulse re-
ceived at r at time =0 due to a single source event at r;,. The
entire signal at r is the superposition of all such individual
pulses received at randomly occurring times #, within the
observation time 7"

N
p(r7t)=2pbk(rarbk;t_tk)‘ (1)
k=1

The pulses in question are the acoustic emissions from oscil-
lating bubbles released by all individual fish in the school.
These pulses have been documented in sifu and in the
1aboratory3’4 and are well understood theoretically. Hahn and
Thomas’ laid out the framework to determine the acoustic
levels due to the sum of all such pulses originating in an
“active” volume V), that, depending on the behavior of the
school, can be assumed to extend either over the entire
school or only over a part of it. Following this approach, the
spectral density observed at r is given by

(S =8 (s, )l f plGo(r.ry)lPaV,. ()
In this expression, p, is the number of events per unit time
and volume, G, is the Green’s function of the acoustic envi-

ronment that includes attenuation effects within the school,
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sp 1s the source strength, and fw is the spectral shape of the
pulse.

The spectral shape fw, that is, the normalized intensity of
the source as a function of frequency f of the pulse, w
=2rf, is in this model determined by standard low amplitude
bubble dynamics,

~ 48 BB+ 40’ +20y0) + 0
" mw) + 58 B+ (0— w) I8+ (0+ wp)*]’

72
3)

in terms of the bubble damping constant 8 and the bubble
resonance frequency wg,. Both are a function of the bubble

radius a. f,, is chosen to be a generic function of the bubble
size only. If needed, the spectral density can later be aver-
aged over the size distribution of all active bubbles. This is
indicated by the over-bar in Eq. (2).

For completeness, we give a brief review® of the com-
putation of 8 and wy: To a good approximation, for small
amplitude variations,

PbO 20'
wWy=">5 3 Vet — >
pa aPp

20
Pb0=PO(Z)+7’ (4)

where P, is the hydrostatic pressure at the locus of the
bubble, p is the density of water, =0.073 N m~! is the air-
water surface tension, and v, is the effective polytropic in-
dex, which depends on the bubble size and frequency. For
millimeter-sized bubbles in the low-kilohertz frequency re-
gime, Y.p=1.2—1.4. The damping constant 8 has compo-
nents due to viscous, thermal,zg’30 and radiation damping,

2 P 2
B= _,u2 + —b02 Im ¢+ ﬂ,
pa-  2pa 2¢
= 2y
(1=3(y= Dixl(ilx) " coth(i/x)"* = 17)
D
X=_ 3 (5)

where ©=0.001 Pas is the dynamic viscosity of water, D
=2.08 X 107 m?s7! is the thermal diffusivity, and y=1.4 is
the ratio of the specific heats of the bubble gas. (Our obser-
vations were made in winter. Since herring do not feed much
during this time of the year, we can exclude other intestinal
gases and assume that the gas in the released bubbles is air.)
The quantity P, used above is the equilibrium pressure in
the bubble. The effective polytropic index in Eq. (4) is one-
third of the real part of the function ¢: y.=Re ¢/3.

The source strength can approximately be related to the
effective volume flux into the bubble at the point in time
when the oscillation is initiated by interruptions of the gas-
stream or by bubble separation:
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FIG. 1. Schematic diagram of the vertically migrating fish school geometry.
The receiver depth z, the bubble release depth z;,, and the release layer
thickness A, are indicated, as well as the horizontal radius of the school, Ry.

. 2
_ pX(V?) ( o) ) . ©)

2
)= en \ g TP
In our previous paper, it has been argued that the second case
(bubble separation) occurs rarely, which increases the accu-
racy of this ansatz.

Equations (2), (3), and (6) constitute the general basis of
our approach. The features related to the dynamics of indi-
vidual bubbles are estimated from established experimental
data and extended to different modes of behavior using our
theoretical model of individual bubble release.” The large-
scale features, related to size, geometry, and behavior, which
in our formulation are contained in the dV,-integration and in
the Green’s function G (r,r},), are estimated from sonar and
photographic images of gas-releasing herring schools.

B. Applications

We consider two situations that, according to what is
known, could be considered canonical cases. First, we will
look at a horizontally extended migratory school that verti-
cally moves toward the surface. As a layer of fish reaches a
critical depth, gas is released from the fish in this layer. The
sound is observed from above the school, as would be the
case in monitoring efforts of the arrival of spawning herring.
Second, we will attend to a more compact and denser school
that simultaneously releases gas either in response to a rapid
vertical motion or, as has been suggested, to detract or com-
municate the presence of predators.13

It is important to note that the estimated spectra are not
very sensitive to the precise shape of the active region since
coherent phase effects can reasonably be ignored. This
greatly enhances the confidence in the approach and allows
for a significant simplification of the analysis.

1. Vertically migrating school

Like many other species, herring undergo diel vertical
migrations. It has been observed acoustically and visually
that migrating schools of herring release gas bubbles, pos-
sibly to adapt swim bladder volume during hydrostatic pres-
sure changes. Wahlberg and Westerberg4 also observed this
effect in a low-pressure chamber. There, pressure was con-
stantly lowered from 1 atm down to 0.2 bar, which has about
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FIG. 2. Echogram of a layer of herring during upward vertical migration.
The release of bubbles can clearly be seen over the dense part of the school.
Reproduced from Thorne and Thomas (Ref. 2). (As indicated by these au-
thors, the markings below the school are mixed fish and multiple scatter.)

the same effect on the bladder volume as a vertical ascent of
the fish from 100 to 40 m depth. This movement was ob-
served to trigger gas release in Pacific herring.2

To mathematically model this situation, we adopt the
model geometry shown in Fig. 1. A vertical school of linear
horizontal extent 2R, moves upward such that fish in a hori-
zontal layer at a depth of z;, and thickness A, release acous-
tically active gas bubbles. The acoustically active bubbles
are shown as gray dots in the figure. The sound is observed
at a depth z directly above the school. The particular choice
of this geometry is based on acoustic observations made on
gas-releasing, vertically migrating herring by Thorne and
Thomas. Figures 2 and 3 show sample echograms from their
measurements. The released bubbles are nicely picked up by
the sonar in the water column above the dense part of the
school. The observed parameters are given in Table 1. The
total duration of gas release has been estimated from visual
observations in the field (the gas bubbles are visible in calm

20

Depth (m)

Herring
School

Lyt

Horizontal Distance (arb. units)

FIG. 3. Echogram of a vertically migrating school of herring over a period
of 45 min. At depths of about 40 m the herring start releasing gas, which
can be seen in the echogram above the gas-releasing school. Reproduced
from Thorne and Thomas (Ref. 2).
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TABLE 1. Fish school parameters for a gas-releasing, vertically migrating
herring school. (Estimated from echograms in Thorne and Thomas® and
personal communications with these authors.)

Parameter Symbol Numerical value
Horizontal school size (active region) 2R, 800—1200 m
Vertical extent of fish school hy 20-30 m

Depth of acoustically active region Zp 35-45m

Total duration of gas release Ty 10-20 min

Fish school density ps 1.8-2.4 fish/m?
Length of individual fish Iy 21.5 cm

seas when they break the surface). The school dimension and
the fish densities have been assessed from the echograms of
Thorne and Thomas,” and the fish lengths have been mea-
sured from samples during their surveys.

Taking into account the reflections from the surface, the
Green’s function simply contains both the direct and the re-
flected propagation paths:

gikr eikrs

Gulrr) =1 == 1. )

r r

In this expression, r denotes the distance from the observer
to a particular point in the active volume and r, the distance
to a virtual image source that incorporates surface reflec-
tions. Because the signals add incoherently, the effect of the
surface is essentially an enhancement of the received signal
levels. The same is true for the effects of the sea floor on the
received signal levels. However, we ignore bottom effects for
simplicity and with the confidence that this leads to a more
conservative estimate.

Let us assume that the event density p, within the active
layer is independent of position r,. In this case, the volume
integral in Eq. (2) extends over the Green’s function factor of
the integrand only. Furthermore, we assume that z,>z and
that the wave number k=w/c satisfies kz<<1. Both assump-
tions hold sufficiently well if the point of observation is
placed several meters below the surface while the active re-
gion is at a depth of some tens of meters. As is outlined in
Appendix B, we then find

A (R 4
f Gutrr)Pav, = <=5 fo xﬂu — cos[k(r - r,)])dx

2+Zb2
A R} 1R
z—Z<log<l+—f3) + ——I>. (8)

The dx-integral in the first line of Eq. (8) is due to surface
interference of oscillatory nature when viewed as a function
of the receiver depth z. For our purpose, it is best to consider
only the mean and the envelope of this function, which con-
tribute to the upper and lower bounds on the received levels.
This is what is shown in the second line of the equation and
indicated by the *-sign. The only functional dependence of
the sound level on the depth is contained in the envelope
terms, at least within the limits of our approximation. The
mean value is independent of depth as long as the receiver is
placed in the upper part of the water column.
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TABLE II. Individual fish bubble dynamics parameters for gas-releasing,
vertically migrating herring as well as compact “bait ball” scenarios. (Esti-
mates from analysis in Hahn and Thomas and data from Wahlberg and
Westerberg. Note that the rms volume flux and the individual herring pulse
rate as given here are not independent. The large flux has been predicted
from observed source levels for the small pulse rates and vice versa. This is
taken into account in the given ranges. The gas-release time for the high-
intensity scenario has been chosen such that 10% of the swim bladder vol-
ume is released.)

Compact

Low High
Parameter Symbol Migrating intensity intensity
rms volume flux (w2 0.14-4.5 ml/min 2.5 ml/min 5 ml/min
Pulse rate of 7 200-50 s ~200s™"  ~200s7!
individual herring
(pulsed) chirps
Individual gas-release T 425 0.083 s 53s

time

The mean spectral density for this geometry follows di-
rectly from Egs. (2) and (8). Noting that 7, =p,A, is the
number of pulses per time and unit area, we obtain

. - R2
(So) = nals,Hf PP log(l - Z%) , )
b
which forms the basis of our estimate for the vertical migra-
tion scenario.
Based on the low-pressure chamber data provided by
Wahlberg and Westerberg,4 the source strength (s,%) and the

spectral shape |f, |2 [Eqs. (6) and (3)], describing the level of
excitation and the dynamics of the individual “ringing”
bubbles, respectively, have been thoroughly investigated by
Hahn and Thomas.” The critical parameters to be addressed

are the average volume flux into the bubble V, the bubble
size distribution affecting the resonance frequency w,, the
damping constant B3, as well as the pulse rate 7 for individual
herring. Together with the fish density, the latter determines
1y via

T
b

For herring adapting to pressure changes, the values given in
the “Migrating” column of Table II have been argued. These
numbers are all based on the pressure-tank observations of
individual herring source levels by Wahlberg and
Westerberg.4 The volume flux values have been extracted
from these data, as laid out in Hahn and Thomas."> For these
parameters, the prediction of the spectral density is shown in
Fig. 4, which also displays expected wind-driven ambient
noise background levels for various wind speeds to help in-
terpret the results. To support these data, the cumulative
wind-speed PDF for the exemplary case of winter nights in
Prince William Sound, Alaska is shown in Fig. 5. Addition-
ally, wind speed probabilities for northerly and southerly
winds are summarized in Table III.

As bubbles rise toward the surface, they alter the acous-
tic characteristics of the medium. This, among other effects,
leads to increased attenuation of the sound waves. Attenua-
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FIG. 4. Estimate of the spectral density for a vertically migrating school.
The three solid lines show the prediction for the spectrum. The outer solid
lines give upper and lower bounds based on the parameter range argued in
the text. The middle solid line represents the prediction based on mean
parameter values. The dotted lines show the expected wind-driven ambient
background noise levels for wind speeds of 2, 5, 13, and 25 knots.

tion is particularly large if bubbles of resonant size are
present in the water. This is not the case here for most of the
propagation path: the rising bubbles grow and the ambient
pressure decreases, all leading to a reduction of the reso-
nance frequency. For water containing a bubble population
of number density n;, and size-PDF p,(a), the attenuation
coefficient « is given by31’32

kﬁ:k2+4m,,f da7— "~ ———,
0 (a»o 1) 28
- +i1—

w

a=Imk,. (11
The bubble density in the water column above the fish fol-
lows directly from the total rate of released gas, which for a
fish number of N, is given by (T;/T,)(V})'2N,, the average

volume of released bubbles V, , and the terminal rise speed
1
u, of the bubbles:

0.9 q
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FIG. 5. Cumulative distribution function (cdf) of nighttime (18—6 h), win-
ter (October—April) wind speeds in Prince William Sound, Alaska, obtained
from the NDBC, West Orca Bay weather buoy during 2003-2006.
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TABLE III. Probabilities of certain wind speeds and wind directions in
Prince William Sound (Alaska) in the month of October to April during
night hours (18—6 h) based on raw data from the NDBC West Orca Bay
weather buoy for the years 2003-2006.

Wind-speed (knots)

probabilities (%) 0-2 2-5 5-13 13-25 >25
Northerly winds (270°— 2.5 10.0 322 12.1 1.1
90°)
Southerly winds (90°— 1.7 4.2 10.6 19.6 6.0
270°)

T, <V2>1/2

Ty uVy,

!

A bubble of 1 mm radius released at 40 m has an average
size of about 1.2 mm as it rises toward the surface. Such a
bubble has an average terminal rise speed33 of 28 cm/s. For
this estimate, we ignore the effect of the a-dependence of the
rise speed on the bubble size distribution. Using this value,
our migration scenario, Table II, leads to a bubble density of
2.5 m~* and a void fraction of about 1.3 X 107, At any given
time there is about one-half a cubic meter of gas in the water
above the fish.

In our case, the attenuation coefficient « is a function of
depth because it depends on the resonance frequency w,, Eq.
(4), and on the bubble size distribution p,(a). To compute the
effective attenuation, we performed a numerical analysis of
the quantity

1 -
aeff: — E log f dwlf‘w|2e—2R/thdza(z,w). (13)

The dz-integral extends from the surface down to the bubble
release depth z,,. It takes into consideration that the pressure
and bubble size distributions vary with depth. The
dw-integral considers the average over the source spectrum

|j7w|2 that, in turn, is computed based on the distribution of
acoustically active bubbles. For propagation distances R
characteristic of our problem, we find a.;=4.5X10"* m'.
For this purpose, all bubble size distributions have been as-
sumed to be normal with the values for mean and standard
deviation of the active, a, and released, ar, bubble radii as
given in the “Migrating school” column of Table IV. (The
size of the released bubbles has been measured by Wahlberg
and Westerberg4 and seems to be independent of depths.
From these, the statistics of the acoustically active stages is
estimated according to the statistical model explained in
Hahn and Thomas.s) With an attenuation of this magnitude,
Rya<1 and the effect on the received levels is only about
2 dB. Following the analysis given in Appendix B that leads
to Eq. (B7), the log-term in Eq. (8) needs to be reduced by
4a.R;. This effect has been included in the computation of
the spectra presented above.

2. Compact “bait ball”

During predator-prey interactions, many common forage
fishes such as herring, anchovy, sardines, sand lance, and
more can form compact schools of high densities.* These
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TABLE IV. Bubble size distribution parameters for active and final stage
(released) gas bubbles released by individual herring during sound produc-
tion. (Estimates from analysis in Hahn and Thomas and data from Wahlberg
and Westerberg.)

Numerical value

Migrating school ~ Compact schools

Parameter Symbol (mm) (mm)
Mean final-stage ac 0.96 1.2
(released) bubble

radius

Standard deviation of o 0.36 0.36
final-stage (released)

bubble radii

Mean active-stage a 0.96 1.1

bubble radius

Standard deviation of o,
active-stage bubble

radii

0.35 0.38

schools are known to exhibit complex predator-avoidance
behavior, which has been the focus of attention, particularly
for herring. It has been visually and acoustically observed'
that compact schools of herring under strong predation pres-
sure synchronously release large amounts of gas from their
bladders. This gas release seems to occur over a much
smaller period of time (only some seconds) than what has
been observed for bubble release during vertical migration. It
seems plausible3 that such gas release plays a crucial part in
these predator-avoidance behavioral modes of herring.
Albeit not directly related to the work presented here,
we want to point out a physical mechanism that could play a
role in this extraordinary behavior of herring. Gas release in
herring affects the detection capability of their predators in at
least three ways: First, because of the quick and synchro-
nized release of gas, a bubble cloud of the dimension and
shape of the school is formed. This “bubble image” of the
school is visually and acoustically highly reflective and
could, for a short window of time, create a false target that
briefly deviates the attention of the predators away from the
herring. This hypothesis is strengthened by video observa-
tions that indicate that herring seem to move from the bubble
cloud immediately after it has been released. A snapshot of

video footage showing such a situation is reproduced in Fig.
6. Judging from these pictures, this movement is not related
to the diminished buoyancy due to the gas release but rather
is an active horizontal escape motion. Second, gas in the
bladder contributes significantly to the acoustic target
strength of the herring. Common acoustic predators of her-
ring, such as humpback whales, use frequencies mostly be-
low 10 kHz to echolocate the schools (the ability of hump-
backs to echolocate is questioned35*37 but, based on our
recordings, cannot be excluded). In this domain, the swim
bladder contribution to the scattering return is dominant. The
release of gas lowers this contribution and, hence, diminishes
the acoustic visibility and the maximum range of detection.
Third, the released bubbles are acoustically active at the mo-
ment of production which, as pointed out by Wilson et al.)’
could serve to communicate danger. The trade-off will be,
however, that predators might also be able to detect this
noise. The following analysis will help to address such is-
sues.

In this section, we are aiming to predict the source levels
and spectra of herring bubble release with the goal of being
able to identify these signals in the field and to assess the
maximum range from which they can be detected against
ambient noise background. Additionally, it will be necessary
to understand the underlying acoustic signatures of gas re-
lease to gain insight into potential acoustic predator-prey in-
teractions. We follow our framework synthesized in Egs.
(2)—(6). To this purpose, we need to address the three physi-
cal ingredients of this model. What is the underlying excita-
tion of the bubbles released by the individual fish? What is
the size distribution of the acoustically active bubbles? And
what is the relevant Green’s function capturing the acoustic
environment including the approximate shape, density, and
volume of the acoustically active region? To answer the first
two questions, we must rely on the observations of Wahlberg
and Westerberg4 and on our previously presented sound pro-
duction model,5 which allows us to extrapolate the data be-
yond that of the pressure tank of Wahlberg and Westerberg,4
where it originated. We will turn to these questions below.

To decide on the Green’s function and on the geometry,
we first want to mention that attenuation could play a more
significant part because of the, in this case, much denser

FIG. 6. (Color online) Photographic image of a compact school of herring, synchronously releasing gas during an attack of killer whales. Reproduced from
the BBC documentary “The Blue Planet” with permission of the BBC Motion Gallery.
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schools and bubble clouds. In essence, sound originating in
the parts of the school that are most remote from the ob-
server will be shielded by the rest of the active region. Sec-
ond, the overall school shape aspect is the least important
feature as it does not alter the incoherently added overall
intensities much. We will explicitly see this in the computed
Green’s function integrals. However, the total school volume
and the fish density are crucial since they, together with the
dynamics of individual fish gas release, determine the overall
acoustic event rates.

Once the source levels are determined, the received
spectral levels can be estimated from sound propagation
models that incorporate boundaries at the sea surface and at
the sea floor of the acoustic environments in which this her-
ring behavior is observed to occur. Here, we will simply
project the source levels, once they have been obtained, to
points of observation by applying simple scaling laws ac-
counting for geometric spreading.

Before we go into details, let us begin with a back-of-
the-envelope estimate of the spectrum, Eq. (2), which will
capture the essence of this scenario. If we assume that the
density p, of acoustic events is constant across the school, the
integral in Eq. (2) based on the free field Green’s function
will, at large distances r to the observer, simply be

—2a(l)
e Vb
dV,|Gy(r,r,; a)|? = -2, 14
f b| O(r ry a’)| 16 2 r2 ( )

In this expression, attenuation is included over an average
propagation distance (/) within the school. For a sphere, (/)
=27Tf§r2drflldx(\(Rz—r2)+r2x2—rx)=3/4R if rays origin
randomly within. This is in slight contrast to the average
chord length through a sphelre,38 which is 4/3R. The attenu-
ation coefficient o depends on the bubble and bladder size
distribution within the herring school, which we will discuss
below. For completeness, we want to mention that if dis-
tances to the point of observation are not large compared to
size of the school, the right hand side of Eq. (14) needs to be
multiplied with a geometrical factor, which for a sphere is
readily shown to evaluate to 3/2e3(e—(1-g?)tanh™' &) — 1
for small &, where e=R/r.

This coarse approach does not include effects that are
due to the impedance contrast between inside and outside the
school. This has the effect of a filter, altering the spectral
shape of the signal. Although this effective filter depends
modestly on the precise school shape, it is only important at
very low frequencies for schools sizes of order of some
meters or more.

To see this, we consider a spherical shape, with the ge-
ometry shown in Fig. 7 and parameters chosen according to
Table V, for a more detailed analysis. As outlined in Appen-
dix A, the full Green’s function for a soft sphere is

Ga)(r’rb) = keE Ynm(i}’ QD) Ynm*(ﬂb’ QDb)hn(l)(kr)jn(kerb)an’

nm

(15)

from which the necessary integral easily follows in terms of
an infinite sum:
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FIG. 7. Schematic diagram of the compact bait-ball geometry.

1= J |Gw(r,rb)|2dVb

R
= S—fT(keRfVE 2n+ 1)k, P (kr) P a2

n

X {jnz(keRf) - jn—l (keRf)thl (keRf)}

1 47TR3(/€>23
~— 223 20+ 1)|a,
e 32 k) 22 @ Dled
X {jnz(keRf) — Jne1(keRp) 1 (k Ryp)}. (16)

The second line follows from the asymptotic expansion of
hfql) for large arguments.39 The sum in Eq. (16) can be com-
puted numerically without complication, the number of
terms that need to be carried is of order of kR. Attenuation is
naturally included if k, is extended to the complex domain.
Based on physical grounds, the limit of Eq. (16) for Rek,
=k is Eq. (14) with the given expression of (/) for the sphere.

Figure 8 shows the results of the computation of the
integral I for a dense school of 6 m diameter corresponding
to high-intensity gas release. The parameter values are given
in the “High intensity” column of Table II. To demonstrate
the effect of attenuation and spectral shaping, this scenario is
chosen with a significantly more intense gas release than
what has been observed experimentally. An upper-bound
value for the volume flux is taken, and the total released gas
volume amounts to 10% of the swim bladder volume. From
the figure, we first note that the impedance contrast—the
only influence of the spherical shape—does not critically in-
fluence the integral over the considered frequency domain.

TABLE V. Fish school parameters used for the computation of the source
levels of compact gas-releasing herring schools.

Compact
Parameter Symbol  Low intensity  High intensity
Size of fish school 2R, 30 m 6 m
Number of fish Ny ~212 000 ~1700
Total duration of gas release 7}, 10's 10s
Depth of fish school Zp 3m 3m
Fish school density Py 15 fish/m?3 15 fish/m?3
Length of individual fish Iy 21.5 cm 21.5 cm
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— Full solution from Eq. (16)

- - Eq. 16 with impedance difference ignored|
0.55- Simplified solution from Eq. (14) b
- - -Using free space Green’s function

Integral |

0.451 b

0.4r b

0.351 i

I I I I I I I
0 5 10 15 20 25 30 35 40
Frequency (kHz)

FIG. 8. Green’s function integral for compact fish schools. The solid line
represents the evaluation according to Eq. (16) with fully evaluated k,, the
dash-dotted line shows the same result, however, with impedance differ-
ences ignored, and the dotted line (graphically mostly indistinguishable
from the dash-dotted line) gives the result from approximation Eq. (14). The
integral is evaluated for the high-intensity release scenario. The dashed line
shows, for reference, the value resulting from using the free-space Green’s
function G,

Second, for dense schools and significant gas release, attenu-
ation of sound in the school is an important effect.

To capture the attenuation and sound speed in the fish
school correctly, two bubble populations were taken into
consideration in this computation: the released gas bubbles
and the swim bladders. For the released bubbles, the size
statistics’ given in Table IV has been used and a number
density of

Tf<‘./2>1/2vbpf
n,=

- P (17)
(Vy+ RimuT,)V,,

which takes into account the gradual release of bubbles. The
bladder sizes have been computed according to the predomi-
nant length of herring and, derived from that, the expected
bladder eccentricities.*’ From these, the small amplitude
bladder dynamics, w, and S, can be computed in close anal-
ogy to gas bubbles.*! The density of bladders is, of course,
equal to the fish density p,. The result of this is shown in Fig.
9 for the high-intensity scenario as well as for a large school
of about 200 thousand fish that releases gas according to
Wahlberg and Westerberg’s™ field data, which are indicated
as “Low intensity” in Table V. The velocity u, indicates the
relative velocity between the released bubbles and the her-
ring school and is taken to be 2 m/s in the computations.
This dilutes the bubble densities in the fish school somewhat
but takes into account the observed agitated behavior of her-
ring schools under attack.

Putting everything together, the source levels follow
again from Eq. (2), formally evaluated at r=1, supplied with
the acoustic event density

pmnT
t:—L[. (18)

P T,

Figure 10 shows the final result. For reference, the ambient
background noise levels are also indicated as well as the
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FIG. 9. Effective phase speeds and attenuation coefficients for the high-
intensity (top panel) and low-intensity (bottom panel) compact fish school
scenario.

expected transmission loss due to geometrical spreading for
20 log r and 15 log r average transmission loss assumptions.
Both scenarios result in about the same source level but
based on different premises. With the slight exception of
visible attenuation signatures close to the spectral peak fre-
quencies, it is not possible to differentiate a dense school
releasing a significant fraction of the bladder gas from a mas-

T T
free fied Green’s function result (high intensity) 4
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FIG. 10. Estimate of the source level for the high-intensity and low-intensity
compact fish school scenarios. To estimate the received spectral densities,
the intensity loss due to geometric spreading is also indicated for 1, 5, 25,
125, and 625 m, both for 20 log and 15 log spreading laws. The dashed line
shows the high-intensity result based on the free-field Green’s function. The
dotted lines indicate the expected wind-driven ambient background noise
levels for wind speeds of 2, 5, 13, and 25 knots.
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FIG. 11. Three potential gas-release events of compact herring schools.

sive school releasing only some few ml/min over a fraction
of a second.

3. Field recordings and comparison with theory

Recordings of underwater sound in the presence of large
aggregations of herring were made in Prince William Sound,
Alaska in April 2007. Based on a preliminary analysis of
acoustic survey data, several thousand metric tons of herring
were present in the sound as well as 15-20 humpback
whales, several hundred sea lions, and thousands of sea
birds, all feeding on the herring.

We used an ITC 6050C hydrophone (with a flat receive
response at the frequency range of interest) deployed about
10 m below a 12 ft skiff, together with a Reson VP2000
voltage preamplifier to record a total of about 2 h of broad-
band data on a Sony TCD-D7 portable digital tape recorder
for subsequent analysis. No underwater visual observations
were made during the recording. However, the feeding activ-
ity of three large humpback whales was evident in the im-
mediate neighborhood of the skiff, and a prior acoustic sur-
vey indicated the presence of about 1000 metric tons of
herring in the vicinity of the recording location. The sea was
calm during the entire duration of the recording.

Based on the expected signatures, primarily the sound
duration and the shape of the spectrum, we were able to
identify eight events that most likely correspond to the “com-
pact school” scenario. The time-series of three of these
events (A, B, and C) are shown in Fig. 11. The event de-
picted in the upper panel (event A) was the strongest ob-
served. Interestingly, it was immediately preceded by the
noise of the humpbacks (communication or possibly echolo-
cation) and followed by herring jumping out of the water
around the skiff. As shown below (for events A and B), the
spectral and temporal signatures for these events are very
similar. The overall received levels are different, however,
because of varying source distances (visual cues of this were
the location of the feeding humpbacks), which were not mea-
sured. Event C is given as an example of a gas-release event
in the distance, such that its signature appears just above the
background. The strong distortion of the signal at about 12 s
might indicate that the school of herring physically touched
the hydrophone as it was moving upward. Gas bubbles were
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FIG. 12. Spectral densities of two potential gas-release events of compact
herring schools corresponding to the two upper panels (events A and B) of
Fig. 11, as well as the spectral density of the ambient noise background. For
comparison, the expected spectral source level for the low-intensity release
compact school from Fig. 10 is also shown (heavy line). The dashed line
shows the model computation without the effects of attenuation and imped-
ance contrast. Overlaid on the measured spectrum of the lower-level event is
the predicted —2.8 power-law prediction for the high-frequency tail of the
spectrum (dash-dotted line). The spectrum indicated for the event in the top
row of Fig. 11 is calculated for the later part of the event, where clipping
was minor.

visible on the sea surface surrounding the skiff shortly after
the bubble noise was audible on the headset. The bubbles
observed on the surface were mainly millimeter-sized, and
no larger bubbles were visible in the direct vicinity of the
skiff. Visually assessed, the footprint of the bubbles on the
surface spanned several tens of meters.

Let us for now assume that these events are indeed due
to bubble release of a compact school of herring under strong
predation pressure. Figure 12 depicts the spectra of events A
and B and allows a comparison with the predictions given
above. The measured spectra show a strong similarity to our
prediction. The spectrum peaks in the neighborhood of
2 kHz and gently rolls off toward higher frequencies, in
close resemblance to the predicted power-law decay.5 At low
frequencies, there is a sharper roll-off toward the smaller
frequencies. The theoretical curve, chosen to be the low-
intensity scenario, also features most of these characteristics.
There are, however, some notable deviations. First, the main
peak occurs at a slightly higher frequency. Our model param-
eters have been largely chosen according to the tank data of
Wahlberg and Westerberg.4 A slight increase in the mean
radii of the active bubble distribution could account for this
shortcoming. A release depth shallower than assumed would
help too. In addition, the peak is slightly more pronounced as
compared to the model computations.

We also note that there seems to be no indication of
significant attenuation effects, which would alter the shape of
the peak. This could indicate that the low-intensity gas-
release scenario is more likely appropriate. This, indepen-
dently, is also hinted by the size of the bubble footprint on
the sea surface.

We finally want to point out that the overall levels of our
prediction are quite reasonable. From visual observations of
surfacing herring and whales, we know that the recorded
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FIG. 13. Periodogram of the top two events (A and B) from Fig. 11. The left panel corresponds to the large signal in the top row. The time axis runs
horizontally and displays half a minute of data for each event. The shading is adapted to the spectral intensity in dB rel. 1 uPa/Hz according to the displayed

color bars.

herring were in direct vicinity of the recording location.
Hence, the recorded sound levels should be close to the pre-
dicted spectral levels. The computation for the low-intensity
scenario is based on about 200 thousand herring, more or
less simultaneously releasing bubbles. This corresponds to
about 40 metric tons of herring, or 4% of all herring in the
vicinity of the skiff.

It has been observed that humpback whales can release
bubbles while hunting for he:rring.42_44 Despite the convinc-
ing argument that can be made, care has to be taken to be
sure that the recorded signal is indeed due to the herring and
not caused, for example, by the hunting activities of the
present humpback whales. From an acoustic point of view,
not much is known about humpback “bubble curtains.”
While the detailed bubble size distribution within humpback
bubble curtains is unknown, photographic evidence and ob-
servations of raising whale bubbles suggest that these
bubbles are, on the upper side of the distribution, at least
centimeter-sized.* Large rising spherical caps, several tens
of centimeters in diameter, have been observed at field sur-
veys and also by fishermen when whales are active. Bubbles
of this size, even when released at a depth of 60 m (which
was the depth of the seafloor at the site of our observations)
would ring below 1 kHz. Clearly, small active bubbles could
be produced through breakup. In this case, there should be a
power-law-like spectrum extending down to frequencies be-
low 1 kHz. We did not observe this. It is noteworthy that the
footprint of humpback bubble curtains at the sea
surface™ *—that often resemble a net surrounding their
prey—Ilooks markedly different compared to our visual ob-
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servations of large compact areas covered with small rising
bubbles. Finally, we want to point out again that the particu-
lar high-frequency roll-off of the recorded spectrum is con-
sistent with the proposed sound production mechanism.

The periodograms of events A and B are displayed in
Fig. 13. Again, we note the rather sharp decline in spectral
power below about 2 kHz that was predicted by our model.
Especially important for future monitoring applications is the
fact that both events (and several others not displayed) have
very similar time- and frequency-domain signatures, which
also becomes evident when exploring both events featured in
Fig. 12.

Also noticeable are low-frequency bands at a few hun-
dred hertz that are detached from the main events and that
appear several seconds before the hypothesized herring
bubble release occurs. We can only speculate on the origin of
these bands. One possibility would be to attribute this noise
to large bubbles released by whales. In this light, it might be
useful to point out the coda of whale sounds that occurs
immediately before the low-frequency bands appear (broad-
band clicks from O to 10 s in the high-intensity event). An-
other possibility to explain these low-frequency bands could
be collective oscillations of the fish school. This, however,
seems unlikely because of improper timing with respect to
the main gas-release event.

Additionally, we note a broadband signal, from about
17 to 23 s, embedded in the first event that appears to be of
different origin than the rest. During this time interval, we
note a broadband component that stretches from very low
frequencies into the domain of the gas-release event where it
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lifts the spectral levels. This could be the effect of strong
signal clipping that occurred during early recordings, as the
source was closer than expected.

To summarize, the spectral features of the main signa-
tures agree well with all our predictions for compact herring
school bubble release. However, we cannot be absolutely
certain that the observed “candidate” events are indeed her-
ring. Evidence that they are, nonetheless, is as strong as it
can be without visual confirmation. Additional features hint
that interesting predator-prey dynamics could be illuminated
with simple acoustic techniques, but more comprehensive
simultaneous measurements including video and high-
frequency surveying acoustics are necessary as a preparatory
step. Furthermore, an initial analysis hints that scattering of
the strong noise generated by the bubble release from herring
in the vicinity could reveal herring sizes from passive mea-
surements! This will be the subject of further research.

lll. DISCUSSION AND OUTLOOK

The main purpose of this study is to explore the possi-
bility of detecting herring with simple passive broadband
acoustic means to complement traditional active higher-
frequency surveying techniques. Since passive monitoring
platforms could be permanently deployed in locations that
are known to be critical habitats for this species, remote
monitoring and management of herring are now possible.

Based on the presented theoretical examples, we con-
clude that passive detection is feasible. This is true both for
the vertically migrating and for the predator response sce-
nario. First measurements in Prince William Sound, Alaska
confirm this assessment. Within a small period of 2 h, sev-
eral potential events could easily be identified and often be
visually matched to predatory activities of humpback whales
at ranges of up to a mile, basically covering an entire em-
bayment where herring was also measured and assessed as
part of a traditional herring survey. The observed signatures
have characteristic features that indicate the presence of her-
ring without the need for visual confirmation.

To reach this goal, an extension of this work is neces-
sary, mainly on the observational side. The observed events
need to be unambiguously matched with herring gas release
by visual or independent simultaneous high-frequency
acoustics measurements. This is our next objective as we
progress from this starting point toward the goal of imple-
menting passive herring monitoring platforms.

Finally, we want to point out again that, in principle,
much more than the simple presence of herring can be
learned from observations such as the ones presented. Many
predators of herring communicate and target acoustically.
Since the gas-release response of herring also has a large
acoustic signature, deep insight into the dynamics of this
interaction can be gained acoustically. The insights will be
even bigger when passive acoustics is combined with under-
water and surface visual observations.
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APPENDIX A: SOFT SPHERE GREEN’S FUNCTION

The computation of the Green’s function G (r,r;,) for a
soft sphere is a standard problem that can be found, for ex-
ample, in Morse and Ingard.% For ease of reference, we give
the result. For a (minus) unit strength point source at a loca-
tion r;, inside the sphere, one finds for the acoustic field at a
point of observation r outside the sphere

G (r,ry) = 2 A, Y," (9, @) (kr).

nm

(A1)

In this and the following expressions, hfll) are the spherical
Hankel functions of the first kind, Y;” are the spherical har-
monics, and (r, ¥, @) and (r,, 9, ¢p) are the spherical coor-
dinate representations for r and ry, respectively. For the co-
efficients A,,,, one finds

Anm = keanYnm*(ﬂb’ Qob)jn(kerb) (A2)
together with the following definitions:
— ihn(l)(ker) :Bnh — an
)
b . pC hn(])/(ker)
Bn =1 (1) B
pece hy,(ker)
4 c j, (kor
pi= it &)
PeCe Julker)
_ Y ke
h — n ( ) (A3)

Bi=i h, D(r)

In the limit c=c¢, and p=p,;, we have «,=i, which leads to
G_(r,r,) — Gy(r,ry;k,), as expected. The subscript e identi-
fies the corresponding effective quantities inside the sphere.

APPENDIX B: COMPUTATION OF TWO DIMENSIONAL
GREEN’S FUNCTION INTEGRAL

The integral in Eq. (8), which at the frequency range of
interest is the product of a rapidly and a slowly varying func-
tion, allows for a simple estimate of its mean value and of
the envelope of the fluctuations for vales of z<<z,. Noting
that (the bar denotes the average over a full cycle of the
oscillatory factor of the integrand)

(1 =coslk(r—ry)]) =1,

(B1)

we find that the mean value of the integral I is
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The fluctuations of the integral, A/, are determined by
the behavior of the integrand at the endpoints of integration.
To see this, we change variables to the phase ¢=k(r—r,);
both r and r, are functions of x and z:

(B2)

‘Pmax(z)
Al(z) = 47rf F(@,z)cos ¢de,

Omin(2)

xez) 1

Flo.z)= x(¢.2)2+7,0'(2)

(B3)
The fluctuation integral Al contains the receiver depth z as a
parameter in the slowly varying function F' as well as in the
endpoints of integration. The prime in the second line de-
notes differentiation with respect to x. Explicitly expressing
r—r, (in the phase) as \/x2+ (z—2p)%— \/x2+(z+zb)2, we obtain

1 ¢ - 16k, 1
¢ (¢t + 16k* 7% — 4k%2%¢%) @

F(g,2)=

(Pmin(z) =—2kz,

Z
(Pmax(z) == k{\'/RJZ‘ + (Z - Zb)2 - V/Rj% + (Z + Zh)z} = - 2/{2;]7

(B4)

In this calculation z <z, has been assumed to approximate F
and z,<R; to simplify ¢,,(z). From Eq. (B4) we finally
arrive at a compact expression for the fluctuations in terms of
the cosine integral Ci(z)=—/7 (cos ¢/1)dr:
Z

Al(z) = 477[Ci<2szb> - Ci(2kz)] : (BS)
Under our assumptions, the first part dominates in magnitude
and modulates with a wavelength of (R/2z,) times the acous-
tic wavelength. The second term is of smaller magnitude and

oscillates with half the acoustic wavelength. For our purpose
it suffices to state, using Eq. (B5), that

(B6)

To consider the effect of bubbles in the water column
above the gas-releasing fish, absorption can be incorporated
into this framework in a straightforward manner. The sim-
plest, and for our purposes sufficient, approach is to include
an imaginary part « in the wave number k of Eq. (7). Within
the domain of our approximations, Eq. (B2) becomes

R —_—
I darx (2,2
I=J ﬁe—Za\u\ +2, (l
0 X + Zb
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—cos[k(r—r)])dx=1+Al,

35— v RN

Nt based on Green’s
attenuation ignored function Eq. (7)
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25r

based on Green’s function
approximation Eq. (28)

Integral |

/\ envelopes computed from
./ Eq. (30)

H demonstration frequency:
11l 1kHz i
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FIG. 14. Green’s function integral / including the effect of (average) attenu-
ation for the mean migrating fish school scenario. The solid lines show the
full solution based on Green’s function Eq. (7) (increasing toward larger
receiver depth), as well as the approximate solution, Eq. (B7). The dotted
and dashed lines, respectively, indicate the mean value and the envelopes,
Eq. (B9). The dash-dotted line shows the integral without attenuation. The
computation has been performed for demonstration at a frequency of 1 kHz
to make the oscillations more visible.

7 fRf 4rx
= —e
2
0 X2+Zb
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“2a\xP4z,’ dx

2

= —47Ei(-2az,) ) 8maR,. (B7)

aR_ > 1

Ry
2mlog| 1+
z

aR_ < <1 b

As expected, if attenuation is present the logarithmic diver-
gence as Ry— is removed and the limiting value of the
integral depends only on az;,. The exponential integral func-
tion used above is defined in the standard way as’’ Bi(z)=
—[Z.e™"/tdr. For small negative values of the argument,47
Ei(x)=y+In(=x)+=,_,(x*/k-k!), from which the limiting
form for small values of aR, follows.

The magnitude of the fluctuations of the integral with
, can be estimated using the same ideas as
above once we note that in the presence of attenuation A7 has
the following approximate integral representation:

2kz
cos
Al= f edatkazy o) 222 (B8)
2kzzp/Ry ¢
From this we infer
2ire —2aR
Al < 2me (B9)

Z Zp

The quality of various approximations involved is shown in
Fig. 14.
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This paper develops an approach to three-dimensional source tracking in an uncertain ocean
environment using a horizontal line array (HLA). The tracking algorithm combines matched-field
focalization for environmental (seabed and water column) and source-bearing model parameters
with the Viterbi algorithm for range-depth estimation and includes physical constraints on source
velocity. The ability to track a source despite environmental uncertainty is examined using synthetic
test cases for various track geometries and with varying degrees of prior information for
environmental parameters. Performance is evaluated for a range of signal-to-noise ratios in terms of
the probability of estimating a track within acceptable position/depth errors. The algorithm
substantially outperforms tracking with poor environmental estimates and generally obtains results
close to those obtained with exact environmental knowledge. The approach is also applied to
measured narrowband data recorded on a bottom-moored HLA in shallow water (the Barents Sea)
and shown to successfully track both a towed submerged source and a surface ship in cases where

simpler tracking algorithms failed.
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I. INTRODUCTION

Localizing and/or tracking an unknown acoustic source
in the ocean is an important and challenging problem that
has received much attention.'"® Matched-field processing
(MFP)'” is a widely-used source localization technique
based on matching the acoustic field measured at an array of
sensors with replica fields computed by a numerical propa-
gation model over a grid of trial source positions. The grid of
matches (or mismatches) constitutes an ambiguity surface,
and the source position estimate is taken to be the position of
maximum match (or minimum mismatch) on this surface.
For a moving source, additional properties of source speed
and course can be derived; several matched-field tracking
methods*™® have been developed to estimate source-track pa-
rameters.

MFP requires knowledge of the acoustic environment
(including water-column sound-speed profile (SSP) and sea-
bed geoacoustic parameters), and environmental model
mismatch”® can pose a severe limitation for localization.
One approach to reducing environmental model mismatch is
to carry out a geoacoustic inversion survey using controlled
sources at known positions to estimate seabed parameters,
e.g., by matched-field inversion,g and then use the estimated
(fixed) seabed model in subsequent matched-field localiza-
tion of unknown sources.'® An alternative approach that does
not require a preliminary survey is to treat environmental
parameters and source positions as joint unknowns and seek
the minimum-mismatch solution over all unknowns using a
numerical optimization algorithm. In its original formulation,
the method of focalization' searched for environmental
model parameters and a single source position through a se-
ries of parameter and coordinate perturbations driven by the
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global search method of simulated annealing. This approach
was designed for improved localization without necessarily
obtaining the correct environmental parameters due to the
non-uniqueness of the acoustic inverse problem.11 (Subse-
quent formulations'? used environmental parameter perturba-
tions with source coordinates searched exhaustively over am-
biguity surfaces.) Focalization has recently been extended to
two-dimensional tracking of a moving source," with an ef-
ficient optimization-tracking approach developed and applied
to synthetic data on a vertical line array.

This paper develops an approach for three-dimensional
(3D) tracking in an uncertain shallow-water environment
with application to horizontal line array (HLA) data (Sec. II).
The method makes use of data from multiple observations
(source positions) along the track, an efficient hybrid optimi-
zation algorithm, and the Viterbi algorithm14 to determine the
optimal source track within applied limits on source horizon-
tal and vertical velocities. The approach is applied to noisy
synthetic data in a series of test cases that include different
track geometries, varying signal-to-noise ratios (SNRs), and
varying levels of prior information on seabed and water-
column parameters (Sec. IIT). The results are evaluated in
terms of the probability of estimating a track that is accept-
ably close to the true track. The tracking-optimization algo-
rithm is found to substantially outperform tracking with poor
environmental estimates and in general obtains results close
to those obtained with exact environmental knowledge. The
method is also applied to data collected with a bottom-
moored HLA in shallow waters of the Barents Sea, including
data due to a continuous-wave towed source and ship noise
at several ranges (Sec. IV). Finally, Sec. V summarizes and
discusses this work.
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Il. TRACKING ALGORITHM

In this section, the 3D optimization-tracking algorithm is
described. Several modifications to the original focalization
algorithm11 have been implemented. First, focalization is ex-
tended to use of multiple data observations for a moving
source. This increases the data information applied but also
leads to a more challenging optimization problem since more
unknowns (i.e., multiple source positions) are introduced.
Second (taking on the approach of Ref. 12), source range and
depth coordinates are computed from the mismatch ambigu-
ity surfaces generated for the environmental and bearing pa-
rameters of each model in the optimization. Third, an effi-
cient tracking algorithm is applied to find the optimal source
track through the set of ambiguity surfaces. This approach is
similar to the two-dimensional optimization-tracking algo-
rithm recently developed by Dosso and Wilmut,"? but is ex-
tended here to 3D tracking with a HLA.

Consider acoustic data d={d;,f=1,F;j=1,J} at N sen-
sors, F frequencies, and J observations (data segments) for a
moving source. The data mismatch (often referred to as en-
ergy) is taken to be the (negative) log-likelihood function
under the assumption of uncorrelated, complex Gaussian-
distributed errors with unknown source amplitude and phase
and unknown error variance at each frequency. This leads to
energy E; for the jth data segment given by13

F
Ej(m) =NfE1 log, Byj(m), (1)

and a total track energy of

J
E(m) =2 E;(m), (2)
j=1
where ij(m) is the Bartlett mismatch defined by
d:(m)C,d (m)
B (m) =Tr{C,;} - ~F—— 11— 3

Here, Tr{*} represents the matrix trace, } represents conju-
gate transpose, d(m) is the replica acoustic field computed
for environmental and track model m, and ij is the data
cross-spectral density matrix (CSDM) at the fth frequency
and the jth data segment.

The search for an optimal (lowest-energy) model is
driven by the adaptive simplex simulated annealing (ASSA)
hybrid search algorithm,15 which combines the global search
method of very fast simulated annealing with the local down-
hill simplex (DHS) method. The DHS method'® operates on
a simplex of models and repeatedly applies geometric opera-
tions (reflection, expansion, and contraction) to the highest-
energy model of the simplex. In ASSA, DHS operations are
followed by a random perturbation of all parameters, and the
resulting model is conditionally accepted based on the Me-
tropolis criterion, i.e., if a random number ¢ drawn from a
uniform distribution on [0,1] satisfies

g = e—AE/T’ (4)

where AE is the energy difference from the original model
and T is a control parameter (temperature). After a required
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number of accepted perturbations, the temperature is reduced
according to T}, =BT, with <1 to decrease the probability
of accepting a higher-energy model. This procedure is re-
peated until convergence, defined to be when the difference
between the highest and lowest energies in the simplex (rela-
tive to their average) is less than a pre-defined threshold. The
ASSA algorithm employs several techniques for increased
efficiency, including adaptive adjustment of the perturbation
size for each parameter (based on a running average of
recently-accepted perturbations) and drawing the parameter
perturbations from Cauchy distributions.

The variation in source bearing (6) with time is included
in the inversion and modeled by a second-order polynomial

0;=bo+byt; + byt (5)

where j=1, J is the data segment index, #;=(j—1)A¢ is the
observation time (Ar is a constant time increment), and
(by,b;,b,) are unknown polynomial coefficients. The coeffi-
cients are included as parameters in the model m, with b,
constrained to have the same sign as b, to avoid looping
tracks. The use of higher-order polynomials could allow for
closer fit to a larger number of track types; however, each
polynomial coefficient introduces an additional parameter in
the optimization and may complicate the search for simple-
shaped (e.g., linear) tracks.

A key aspect of the tracking algorithm is that source
range and depth along the track are not included as explicit
parameters in the ASSA optimization, but are treated implic-
itly. For each model m considered in the optimization, the
energy function [Eq. (1)] is evaluated for each data segment
at the range-depth grid of source positions. The Viterbi algo-
rithm is then applied to determine the lowest-energy (range-
depth) track through this series of ambiguity surfaces, sub-
ject to constraints on maximum horizontal and vertical
source velocities (of vy and v, respectively). The Viterbi
algorithm progresses as follows: for each grid point on the
second surface, the sum of the energy at that point and the
point of minimum energy on the first surface within a region
limited to =+/(vyAH)*—(rA6)? in range and *v At in depth
of the current position is computed and stored (where A# is
the difference in bearing and r is the grid-point range). The
point on the first surface that produces the smallest energy
sum is taken to be the antecedent to the grid point on the
second surface; this is also stored. For each grid point of the
third surface, the sum of the energy at that point and the
point of minimum energy on the stored energy-sum surface
within source velocity constraints is computed and stored.
The point on the second surface that produces the smallest
energy sum is taken to be the antecedent to the grid point on
the third surface. This procedure is continued until the Jth
surface has been examined. The minimum of the final
energy-sum surface then defines the end point of the optimal
track, and the optimal track through all surfaces (satisfying
source velocity constraints) is determined since antecedents
on all previous surfaces have been stored.
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TABLE I. Model parameters and search bounds used in simulation study.

Parameter and units True value Wide bounds Narrow bounds
Geoacoustic

h (m) 12 [0, 40] [11, 13]
¢ (m/s) 1503 [1450, 1600] [1494, 1512]
¢ (m/s) 1560 [1500, 1650] [1547, 1573]
¢, (m/s) 1750 [1600, 1900] [1670, 1830]
py (g/cm?) 1.50 [1.20, 2.00] [1.36, 1.64]
p, (g/cm?) 1.85 [1.40, 2.20] [1.48, 1.82]
a; (dB/\) 0.22 [0.01, 1.00] [0.14, 0.30]
a, (dB/\) 0.12 [0.01, 1.00] [0.01, 1.00]
D (m) 115 [113, 117] [114.5, 115.5]
SSP

¢,y (m/s) at 0 m 1472 [1465, 1480] [1469, 1475]
¢,n (m/s) at D 1468 [1465, 1480] [1465, 1471]
Bearing

b, (deg) [—180, 180]

b, (deg/min) [-9, 9]

b, (deg/min?) [0, 0.5]

lll. NUMERICAL SIMULATIONS
A. Test cases

An environmental model representative of the shallow
continental shelf'” was chosen for the simulation study. The
model consists of a water column of depth D and a seabed
with a sediment layer of thickness & over a semi-infinite
basement. Seabed geoacoustic parameters include sound
speed at the top and bottom of the sediment layer (¢, and
cp), density (p;) and attenuation («;) in the sediment, and
sound speed (c,), density (p,), and attenuation («,) in the
basement. The water-column SSP is described by two param-
eters (c,,; and c,,) at depths of 0 and D m. Table T lists the
true values for all environmental parameters together with
both wide and narrow search bounds applied in this study.
(The narrow bounds represent relatively small uncertainties
such as would typically result from carrying out a geoacous-
tic inversion survey and water-column SSP measurements
before tracking. The wide bounds represent an unknown en-
vironment with no such information available.) In the first
part of this study, wide search bounds are applied for the
eight seabed parameters and water depth, and narrow search
bounds for the SSP parameters.

The test cases involve acoustic data at frequencies of
200 and 300 Hz received at a 256-m long HLA on the sea-
floor (oriented north-south). The array is comprised of 33
sensors equidistant spaced at 8-m intervals. This relatively
sparse array (element spacing greater than one acoustic
wavelength) was chosen to keep computational efforts rea-
sonable given the large number of inversions considered in
this study. Simulated data were generated for a source mov-
ing at 24-m depth at constant speed and course for three
tracks, each consisting of nine data segments separated by 60
s in time. The tracks are plotted in Fig. 1 and include a
source moving outbound at a speed of 3 m/s near array end-
fire at range 3.23-4.63 km (track 1), a source moving at 4
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FIG. 1. Tracks (1-3) used in simulation study. Start positions indicated with
filled circles. Array (not to scale) is centered at the origin of the coordinate
system.

m/s parallel to and toward the array broadside at range 3.23—
1.84 km (track 2), and a source moving across array endfire
at 6 m/s at range 3.23-2.80 km (track 3).

The range-depth search grid defining the two-
dimensional ambiguity surfaces cover 0.3-6.0 km in range
(grid spacing 50 m) and 4-112 m in depth (grid spacing 2
m). (Note that the grid points do not coincide exactly with
track points in range.) Table I lists search limits for the bear-
ing model parameters. Track constraints are imposed on the
source horizontal and vertical velocities of 9 and 0.067 m/s,
respectively.

To simulate noisy data, the CSDM is computed using
synthetic acoustic fields (for the true environment) with
noise added to the acoustic pressure vectors, i.e.,

Cji=(dg+ omy)(dy+ opmy)’, (6)

where ny; is a Gaussian-distributed complex noise vector and
O'f2 is the noise variance (a single data snapshot is used).
Under the assumption of independent Gaussian errors, the
noise variance corresponding to a specific SNR can be com-

puted as
o_f2 — 10—SNRI¢/10/N' (7)

The SNR was set to a fixed value at the start of the track and
adjusted with range to yield constant noise variance. The
resulting variations in SNR over the tracks are displayed in
Fig. 2.

The normal-mode numerical propagation model ORCA
(Ref. 18) was used to compute synthetic data and replica
acoustic pressure fields. The number of acoustic field com-
putations required for each model m is M-N-J, where M is
the number of range-depth grid points and the factor J (num-
ber of data segments) is required due to variation in grid to
array element ranges with bearing (computed using the law
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FIG. 2. SNR vs track segment, relative to 0 dB at start of track, at 200 Hz
(boxes) and 300 Hz (diamonds) for (a) track 1, (b) track 2, and (c) track 3.

of cosines). For the 33-element HLA, given ambiguity sur-
face grid size, and nine data segments, 1.87 X 10° field com-
putations are required per frequency.

A preliminary study indicated that suitable algorithm
control parameters for efficient track estimation consist of a
temperature reduction factor $=0.95 with nine accepted per-
turbations required per temperature step and a convergence
threshold of 0.001. Furthermore, the algorithm is terminated
after six consecutive reductions in energy with unchanged
track range and depth parameters.

A track estimate is considered to be acceptable if the
mean position error is less than 600 m and the mean absolute
depth error is less than 6 m. An error in track orientation with
respect to the array length axis is not considered unaccept-
able since this can result from the inherent inability of a
HLA for left-right discrimination, and not a failure due to the
algorithm (i.e., if the track estimate reflected about the array
axis satisfies the mean position and depth-error criteria, the
result is considered acceptable).

B. Tracking results

To examine the ability to track sources in an uncertain
environment with different levels of noise, the tracking-
optimization algorithm was applied to 20 realizations of
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FIG. 3. (a) PAT vs average SNR for track 1 for focalization in uncertain
environment (squares), random environment (closed diamonds), and exact
environment (open diamonds). Vertical lines indicate one standard deviation
error bars. (b) PAT for position-error and (c) PAT for depth-error only for
focalization in uncertain environment.

noisy data at SNR values from —6 to +6 dB (at the start of
track). The results are compared with those obtained using
the same 20 realizations of noisy data and either the exact
model or a random environment. For the exact case, the en-
vironmental parameters were fixed to their exact values and
the bearing model parameters to the least-squares fit to the
exact bearings (this represents the closest approximation to
the true bearing for the given bearing parametrization.) For
the random case, the environmental parameters were fixed to
random values drawn uniformly from within their search
bounds. Results for the three tracks are summarized in Figs.
3-5 in terms of the probability of an acceptable track (PAT)
vs average SNR (averaged in decibels over all track seg-
ments and frequencies), with one standard deviation error
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FIG. 4. (a) PAT vs average SNR for track 2 for focalization in uncertain
environment (squares), random environment (closed diamonds), and exact
environment (open diamonds). Vertical lines indicate one standard deviation
error bars. (b) PAT for position-error and (c) PAT for depth-error only for
focalization in uncertain environment.
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estimates computed for a binomial distribution according
to!?

o;m a0 p), ®)

n
where p is the number of acceptable track estimates in n
trials.

Figures 3-5 show that PAT generally increases with in-
creasing SNR for all tracking approaches. The PAT values
obtained by optimization-tracking are generally much higher
than those obtained for a random environment (except at the
lowest SNRs) and in some cases approach the PAT for the
exact model.

Figure 3 shows that for track 1, the PAT for focalization
is close to the exact-model PAT at all SNRs and reaches 1.0
at +2-dB SNR. The good performance for this track can be
understood since the ability of a HLA for estimation of en-
vironmental parameters and range-depth localization is high-
est for a source at endfire, where the effective vertical aper-
ture of the array is maximized.’ (Bearing resolution for a
HLA is poorest at endfire; this can contribute to an increase
in position error, but appears to be a less important effect in
this case.) To further investigate the results, Figs. 3(b) and
3(c) show the PAT for position error only and for depth error
only, which are quite similar for this track. Note that a track
can be acceptable in position but not depth (or vice versa);
for example, at —7-dB SNR the position-error and depth-
error PAT values are both 0.1 while the position-and-depth
PAT value is 0.

Figure 4 shows that for track 2, the PAT for focalization
at +2-dB SNR and above is close to that obtained for the
exact model. At —4- and —1-dB SNRs, the PAT for focal-
ization is significantly lower than for the exact model. As the
source moves toward array broadside, the effective vertical
aperture of the array diminishes, and matched-field range and
depth localization degrades. This loss of localization in range
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FIG. 6. Examples of acceptable (upper panels) and unacceptable (lower
panels) track estimates for track 1 at —1-dB average SNR. Symbols indicate
true (+) and estimated (O) coordinates. Start points indicated with filled
symbols.

can in part be offset by the ability for ranging by sampling
wavefront curvature; this effect is most prominent for a
source close to array broadside and at close source-receiver
ranges. In addition, the bearing resolution for a HLA in gen-
eral improves as the source moves toward array broadside.
Figures 4(b) and 4(c) show that the position-error PAT is
higher than the depth-error PAT at all SNRs, indicating that
depth error is a more important cause of degraded track es-
timation for this track. Figure 5 shows that for track 3, the
PAT for focalization increases with SNR but does not reach
that obtained for the exact model. Overall, Figs. 3-5 show
that the best focalization results are obtained for the two
tracks near array endfire, with better results for track 1 than
for track 3. Results are overall slightly poorer for the track
that approaches the array broadside (track 2).

To further illustrate results of the tracking algorithm,
typical examples of acceptable and unacceptable tracks ob-
tained via focalization are presented in Figs. 6-8. In Fig. 6
(track 1 at —1-dB average SNR), the acceptable track has
excellent depth estimates and is roughly linear except for the
track end point, but is headed in a north-west (rather than
north-east) direction; this is an example of the left-right am-
biguity about the HLA. The deviation at the end of the track
is related to the fact that end points are subject to one-sided
track constraints only. The unacceptable track is at wrong
depth and does not predict outward motion; however, the
bearings are approximately correct. In Fig. 7 (track 2 at
+2-dB SNR), the acceptable track closely matches the true
track except for an end point deviation. The unacceptable
track has large depth errors and is unacceptable in position,
although range and bearing errors are small. In Fig. 8 (track
3 at +2-dB SNR), the acceptable track closely matches the
true track. The unacceptable track is approximately 20 m
deeper and at approximately 600-m shorter range than the
true track (both position and depth errors above the thresh-
old), but the bearing estimates are good and the track direc-
tion is correct.
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FIG. 7. Examples of acceptable (upper panels) and unacceptable (lower
panels) track estimates for track 2 at +2-dB average SNR. Symbols indicate
true (+) and estimated (O) coordinates. Start points indicated with filled
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The primary goal of focalization is localization/tracking,
not recovery of environmental parameters. However, it is
interesting to investigate to what extent the true environmen-
tal parameters can be determined given data information
from multiple source positions along a track. (For example,
Ref. 20 considered to what extent geoacoustic parameters
could be recovered using data from an unknown moving
source, with applications to geoacoustic inversion of noise
from a ship of unknown position.) Figure 9 shows scatter
plots of the optimal parameter values from each of the 20
runs of the optimization-tracking algorithm for combinations
of six of the most sensitive environmental parameters for
track 1 at —1- and +5-dB average SNRs (results for both
acceptable and unacceptable tracks are included). In general,
parameter estimates appear widely scattered within their
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FIG. 8. Examples of acceptable (upper panels) and unacceptable (lower
panels) track estimates for track 3 at —1-dB average SNR. Symbols indicate
true (+) and estimated (O) coordinates. Start points indicated with filled
symbols.
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FIG. 9. Scatter plots of optimal model values for selected geoacoustic pa-
rameters. Track 1 at (a)—(c) —1-dB and (d)-(f) +5-dB average SNRs. True
model values indicated with boxes.

search bounds with values that differ significantly from the
true values, although some observations can be made. The
spread of estimated values is larger at —1 dB than +5 dB.
Estimates of sediment sound speed (c,7,c;p) tend to be
aligned with negative slope; this correlation suggests that the
data are sensitive to the average sound speed in sediment, but
have limited ability to resolve these parameters individually.
At +5 dB, the estimates of sound speed in water (c,,;,c¢,»)
tend to be aligned with positive slope; this suggests that
the data are more sensitive to the shape of the SSP than
to the average sound speed. Similar inter-parameter correla-
tions have been observed previously in geoacoustic
inversion.”'>?° Estimates of sediment thickness () and wa-
ter depth (D) tend to be higher than their true values. Over-
all, it appears that the environmental parameters are not well
determined individually but provide effective environments
that allow for correct track estimation.

C. Effects of prior environmental uncertainty

This section examines and quantifies the dependence of
track estimation on prior information of environmental pa-
rameters (e.g., whether the parameters are essentially com-
pletely unknown, or whether previous measurements, with
uncertainties, exist). The tracking examples so far have used
wide search bounds on geoacoustic parameters and water
depth, and narrow search bounds on water sound speed as
given in Table I. This section also considers narrow or wide
bounds on geoacoustic parameters and water depth in com-
bination with narrow or wide bounds on water sound speed
(Table I). The narrow geoacoustic bounds correspond to the
95%-highest probability density credibility intervals obtained
in a simulated matched-field geoacoustic inversion experi-
ment in this environment."” Only tracks 1 (endfire) and 2
(toward array broadside) are considered here.

Figure 10(a) shows that for track 1 the results obtained
for wide geoacoustic/wide SSP bounds are consistently the
poorest (except at the lowest SNR). Generally similar results
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FIG. 10. PAT vs average SNR for (a) track 1 and (b) track 2 for varying
search bounds on geoacoustic/SSP parameters: narrow/narrow (closed dia-
monds), wide/narrow (closed boxes), narrow/wide (open diamonds), and
wide/wide (open boxes). Vertical lines indicate one standard deviation error
bars.

are obtained for the other three cases (except at —1-dB SNR,
where the narrow geoacoustic/narrow SSP result is signifi-
cantly better). Note that narrow geoacoustic bounds allow for
wide SSP bounds without significant degradation of results
obtained for narrow geoacoustic/narrow SSP bounds. Figure
10(b) shows that for track 2, the results obtained for narrow
geoacoustic/narrow SSP bounds are significantly better than
those obtained for wide geoacoustic/narrow SSP bounds. Re-
sults for narrow geoacoustic/wide SSP bounds are generally
better than results for wide geoacoustic/narrow SSP bounds.
Results for wide geoacoustic/wide SSP bounds are poorest.

These results indicate that improved prior information
on environmental parameters can have an important effect on
tracking performance, particularly for tracks extending to-
ward HLA broadside, where the data have reduced ability to
resolve environmental parameters. The results also indicate
that (for this environment) use of narrow bounds for geoa-
coustic parameters allows for wide bounds on SSP param-
eters without significant degradation of tracking perfor-
mance.

IV. EXPERIMENTAL RESULTS
A. Shallow-water experiment

An acoustic experiment to study geoacoustic inversion
and acoustic localization/tracking was conducted by the Nor-
wegian Defense Research Establishment (FFI) in the shallow
waters of the Barents Sea in 2003.*"** Acoustic data were
collected with an 18-element HLA of length 900 m deployed
on the relatively flat seabed at a depth of approximately 282
m. The array consisted of 7 sensors spaced at 10-m intervals
followed by 11 sensors at increasing spacing to a maximum
of 160 m. An acoustic source was towed at depth of 54 m
and speed of 5.2 kn by the R/V H U SVERDRUP II along an
outward radial track oriented at 30° angle with respect to the
array endfire. The acoustic data considered here were due to
a continuous-wave tone emitted by the acoustic source at a
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TABLE II. Geoacoustic model parameters, estimated values from matched-
field inversion in Ref. 21, and search bounds used with experimental data.

Parameter and units Estimated value Search bounds

A (m) 1.2 [1, 40]

¢; (m/s) 1510 [1450, 1900]
¢, (m/s) 1753 [e1, ¢ +30h]
p1 (g/cm?) 2.03 [1.4,3.0]
p, (g/cm?) 2.06 [1.4,3.0]
a, (dB/m kHz) 032 [0.01, 1.0]
a, (dB/m kHz) 021 [0.01, 1.0]
D (m) 282 [278, 288]

frequency of 80 Hz for source-to-array (closest end) ranges
of 4.0-4.7 and 7.8-8.5 km (referred to as short-range and
long-range towed-source data, respectively). In addition,
ship-noise at a frequency component of 144 Hz from ship-
to-array ranges of 1.6-2.3 and 5.1-5.8 km (referred to as
short-range and long-range ship noise, respectively) is also
considered.

The processing sequences for the towed-source (ship-
noise) data consisted of forming CSDM estimates from five
(ten) consecutive 50% overlapping data snapshots of length
6.6 s (3.3 s), converted to the frequency domain using a fast
Fourier transform with a frequency bin width of 0.15 Hz (0.3
Hz), with a Hamming time windowing function applied. The
total averaging time for each data segment was 19.8 s (18.2
s). Nine data segments, separated by 33 s between the start of
each segment, are used in tracking; these extended over a
time span of 4 min 42 s over which the ship moved approxi-
mately 755 m. The average SNR for the towed-source data
was estimated to be 3.3 dB (short-range) and 0.2 dB (long-
range), and for the ship noise 4.5 dB (short-range) and —0.5
dB (long-range). (The estimates are based on an average of
signal and noise power spectral densities, after snapshot-
averaging, over the elements of the array21 and over the data
segments.)

The model environment consists of a water column with
a known SSP over a two-layer seabed. The seabed model?!
consists of an upper layer with depth-dependent properties
over a homogeneous basement half-space. The parameters
that describe the upper model layer are the layer thickness
(h), sound speed at the top and bottom of the layer (c¢; and
¢,), attenuation coefficient at the top and bottom of the layer
(a; and a,), and a depth-independent density p;. The lower
layer is described by constant sound-speed and attenuation
values that are identical to those at the base of the upper
layer (c, and «,) and by an independent density p,. The
seven geoacoustic model parameters used to describe the
seabed, their estimated values (mean values from Bayesian
matched-field inversion of multi-tone towed-source data at a
range of 1.58 km),”' and the search bounds employed for
tracking are listed in Table II. The range-depth ambiguity
surfaces covered 8 km in range (1-9 km for short-range and
4-12 km for long-range data, grid spacing 50 m) and almost
the entire water column in depth (6-270 m, grid spacing 2
m). A second-order polynomial was used to model track
bearing, with search bounds for bearing parameters set as
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FIG. 11. 3D tracking results for Barents Sea data: (1) towed-source data at
range 4.0-4.7 km, (2) towed-source data at range 7.8—8.5 km, (3) ship noise
at range 1.6-2.3 km, and (4) ship noise at range 5.1-5.8 km. Algorithms
applied (described in the text) are as follows: 1pp—open triangles, 9pp—
closed triangles, 9pv—open circles, 9vv—closed circles, and 9rv—
diamonds. Dashed lines indicate 600-m mean position error and 6-m mean
depth error, defining an acceptable track.

listed in Table I. Track constraints were imposed on source
horizontal and vertical velocities of 6 and 0.067 m/s, respec-
tively.

B. Tracking results

To assess the 3D optimization-tracking algorithm devel-
oped in Sec. II for source tracking in an uncertain environ-
ment, four alternative (simpler) approaches to track estima-
tion are also applied here to the measured data. In
independent focalization (referred to as case 1pp) focaliza-
tion is applied independently for each data segment, with no
model applied for track bearing. The track is constructed as
the sequence formed by the optimal source range, depth, and
bearing coordinates from each focalization, with no con-
straints applied on source velocity. In simultaneous focaliza-
tion, data from all segments are inverted simultaneously,
with the polynomial model [Eq. (5)] applied for track bear-
ing. For each model evaluated in the optimization, the mini-
mum of each ambiguity surface is taken as the optimal
range-depth coordinates. The final track is constructed as the
sequence of optimal range-depth minima, with no constraints
applied on source velocity (case 9pp), or by application of
the Viterbi algorithm to the final set of ambiguity surfaces
with constraints applied on source velocity (case 9pv). These
approaches are compared to results for the 3D optimization-
tracking algorithm described in Sec. II (case 9vv) and for a
random environment (case 9rv) in which the 3D
optimization-tracking algorithm is applied with environmen-
tal parameters fixed to values drawn randomly from the uni-
form search bounds (results represent averages over 100 runs
with different environment realizations).

Tracking results are summarized (Fig. 11) in terms of
mean position error and mean depth error for the five ap-
proaches. Errors are measured with respect to the source po-
sition for the towed-source data or ship stern position for
ship noise and with respect to the source tow depth or ship
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propeller depth. Figure 11 shows that the optimization-
tracking algorithm provides acceptable track estimates for all
cases. For the towed-source data, only the 3D optimization-
tracking algorithm (9vv) estimates an acceptable source
track, with a mean position error of 36 m at short range and
200 m at long range (mean depth error <2 m in both cases);
all other algorithms provide large range and depth errors. For
ship noise, the 3D optimization-tracking algorithm estimates
an acceptable track with mean position errors less than 100
m at short range and 200 m at long range (mean depth error
<2 m in both cases). At short range, 1pp and 9pv also esti-
mate tracks with small position and depth errors. At long
range, 9pv also estimates an acceptable track, but the other
algorithms do not. These results indicate that simultaneous
environmental optimization and tracking with source veloc-
ity constraints are required for reliable source-track estima-
tion for this experiment.

V. SUMMARY

This paper developed an approach to 3D source tracking
with a HLA in an unknown ocean environment. The ap-
proach is based on ASSA optimization for unknown environ-
mental and bearing model parameters and applies the Viterbi
algorithm (with source velocity constraints) for range-depth
track estimation. The algorithm was applied to synthetic data
in a simulated environment for several linear source-track
test cases. In general, the algorithm performance increased
with SNR and in many cases approached the results obtained
with exact environmental knowledge. The algorithm consis-
tently outperformed tracking with an environmental model
selected at random from the prior uncertainty bounds. Best
tracking results were obtained for tracks near array endfire,
with some degradation for a track that approached the array
broadside. Improved prior information on the environmental
parameters, in the form of narrowed parameter search
bounds, was shown to improve tracking performance, with
the largest impact for a track extending toward HLA broad-
side, and best results achieved with narrow bounds on both
seabed geoacoustic and water sound-speed parameters. Re-
sults also indicated that, for the environment studied, use of
narrow bounds for geoacoustic parameters allows for wide
bounds on SSP parameters without significant degradation of
tracking performance. Finally, the algorithm was applied to
relatively low-SNR narrowband data from a towed sub-
merged source and noise from a surface ship recorded on a
bottom-moored HLA in a shallow-water environment. The
3D source tracking algorithm successfully estimated the
tracks of the source and ship and substantially outperformed
alternative simpler algorithms that either did not make use of
multiple data segments simultaneously, did not optimize over
environmental parameters, or did not apply source velocity
constraints via the Viterbi algorithm.
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An absolute calibration method has been developed based on the method of three-transducer
spherical-wave reciprocity for the calibration of hydrophones when immersed in sandy sediment.
The method enables the determination of the magnitude of the free-field voltage receive sensitivity
of the hydrophone. Adoption of a co-linear configuration allows the acoustic attenuation within the
sediment to be eliminated from the sensitivity calculation. Example calibrations have been
performed on two hydrophones inserted into sandy sediment over the frequency range from
10 to 200 kHz. In general, a reduction in sensitivity was observed, with average reductions over the
frequency range tested of 3.2 and 3.6 dB with respect to the equivalent water-based calibrations for
the two hydrophones tested. Repeated measurements were undertaken to assess the robustness of the
method to both the influence of the sediment disturbance associated with the hydrophone insertion
and the presence of the central hydrophone. A simple finite element model, developed for one of the
hydrophone designs, shows good qualitative agreement with the observed differences from
water-based calibrations. The method described in this paper will be of interest to all those
undertaking acoustic measurements with hydrophones immersed in sediment where the absolute

sensitivity is important. [DOI: 10.1121/1.3106530]

PACS number(s): 43.30.Xm, 43.30.Ma, 43.30.Yj, 43.58.Vb [KGF]

I. INTRODUCTION

Marine engineers require a detailed knowledge of the
physical properties of seafloor sediments to site foundations
for oil and gas drilling rigs and pipelines, offshore wind
farms, and telecommunication cables. At present these prop-
erties are predominantly obtained using techniques for ana-
lyzing acoustic reflection/refraction data that require ground-
truthing cores and samples.l_3 A thorough understanding of
the relationships between the acoustical and physical proper-
ties of seafloor sediments would negate the need for ground-
truthing. Unfortunately, the nature of these relationships is
still under debate, with a variety of equally valid geoacoustic
theories in circulation for both saturated sediment*® and
sediment containing free-gas bubbles.””

In situ experiments allow the acoustical properties of
well-defined sediment volumes to be measured, the physical
properties of which can be determined through the laboratory
analysis of sediment samples.lo_15 The examination of acous-
tical and physical data obtained using in situ techniques
therefore offers a valuable way of refining our knowledge of
the acoustical-physical relationships required for more effec-
tive inversion of acoustic data. While a variety of more com-
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plex in-situ experimental techniques exist, which require the
insertion of three or more acoustic probes into the sediment,
the use of a single source-receiver pair is still frequently
adopted owing to its relatively simple deployment and a re-
duced sediment disturbance.'"'*!*!® The processing tech-
niques necessary for the analysis of the resulting transmit-
receive data require knowledge of the transmitting current
response of the source and sensitivity of the receiver, both of
which are commonly determined through water-based cali-
brations. It has, however, been noted that these transducer-
based properties may vary with the acoustic impedance of
the medium into which the transducer is inserted.*'""""This is
particularly true for frequencies where the radiation imped-
ance is a significant contribution to the overall device imped-
ance such that the impedance of the medium can affect the
hydrophone performance (typically, this would be at fre-
quencies close to the resonance frequency). The characteris-
tic acoustic impedance of sediment (for example, 1.7
X 10%kgm™s7! for a mud to 3.8X10°kgm=2s7! for a
sand) may considerably exceed that of water (i.e.,
(1.4-1.5) X 10% kg m~2 s~! for water with temperatures from
0 to 20 °C and salinities from 0%o to 35%o). Therefore, cali-
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bration data derived from water-based measurements may
not be valid when the hydrophone is used in sediment. This
motivates the work described here to develop a method
which may be applied to sediment-based calibrations. The
method will be beneficial to sediment acousticians relying on
the absolute sensitivity of sediment-immersed hydrophones.

This paper describes and illustrates the calibration
method with results from two types of hydrophone which
were calibrated while immersed in sandy sediment. Section
II presents the calibration technique which is based on a
modified version of the three-transducer spherical-wave reci-
procity method originally described by Luker and Van Buren
for use in hydrophone phase calibration in water."® The
method allows sediment-based absolute calibrations of re-
ceive sensitivity and transmit current response to be deter-
mined without knowledge of the acoustic properties of the
sediment. Section III presents the results of reciprocity cali-
brations performed in saturated fine sands under laboratory
conditions. Section IV shows a comparison of the results
with a simple finite element (FE) model of one of the hydro-
phones, while conclusions are drawn in Sec. V.

Il. SEDIMENT-BASED RECIPROCITY CALIBRATION
TECHNIQUE

At present, the primary method in which hydrophones
are calibrated is that of three-transducer spherical-wave
reciprocity.19 The method provides free-field values for both
the receive voltage sensitivity and transmitting current re-
sponse of the hydrophones under test. Throughout the work
described here, the definitions used are those that are com-
mon in the calibration of electroacoustic transducers and are
defined by the International Electrotechnical Commission. "
Specifically, the free-field receive voltage sensitivity in a
given direction and for a given frequency is the ratio of the
open-circuit voltage developed by the hydrophone to the
sound pressure that would exist in the undisturbed free-field
at the position of the hydrophone if the hydrophone were
absent. The SI units are V Pa~', but the sensitivity is com-
monly expressed in decibels as dB re 1 V uPa~!. The trans-
mitting current response in a given direction and for a given
frequency is the ratio of the sound pressure at a reference
distance from the transducer to the electrical current flowing
through the terminals. The reference distance is defined as
1 m. The SI units are Pam A~', but the sensitivity is com-
monly expressed in decibels as dB re 1 uPaA~' at 1 m.
Note that this is a far-field quantity, and a spherical-wave
field is implied with the sound pressure being inversely pro-
portional to the distance from the source. In the work de-
scribed here, only the magnitude of the hydrophone response
is considered.

The method of three-transducer spherical-wave reciproc-
ity involves the transmission of signals between three pairs
of transducers, commonly designated P, T, and H. The typi-
cal measurement configurations used require successive
acoustic transmission from P to T, P to H, and T to H (see
Fig. 1). The sensitivity of hydrophone H, which is denoted
by My, can then be derived from the measured transfer
impedance (i.e., the quotient of the received voltage divided
by the driving current) for each the transmitter pair using
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FIG. 1. Measurement configurations required for a standard water-based
three-transducer reciprocity calibration. To obtain the sensitivity of hydro-
phone H, two additional transducers are required, namely, P and 7, and
measurements are required between the three transducer pairs of P to T, P to
H, and T to H, which are separated by the distances d,, d,, and d;, respec-
tively. The respective driving currents for these three pairs are denoted by
ipr, ipy, and ipy, while the received voltages are denoted by vpy, vpy, and
Uy

e ]
pfd Zpr

where d;, d,, and dj are, respectively, the distances between
Pand T, P and H, and T and H,f is the acoustic frequency,
p is the bulk density of the surrounding medium, and Zpy,
Zry, and Zpp are the respective measured transfer imped-
ances for transmission from P to H, T to H, and P to T. The
transmitting current response of hydrophone H, which is de-
noted by Sy, can also be determined through the spherical-
wave reciprocity parameter J using

Mpw _ 2
Suw Pf‘

This standard reciprocity method makes a number of as-
sumptions. First, the conditions are assumed to be free-field.
This limits the time-window that can be included in the
analysis since measurements must be made before the arrival
of boundary reflections. Second, all receivers are assumed to
lie in the far-field of the corresponding projector where, for a
simple source, pressure is inversely proportional to the dis-
tance from the source. Third, it is necessary that transducer T
be reciprocal, i.e., it is electrically passive, linear, and revers-
ible. Fourth, it is assumed that the signals analyzed are
steady-state, and therefore any initial transducer transients
must be allowed to settle before any measurement window is
applied. A final assumption present in Eq. (1) is that the
attenuation of sound in water, which arises from absorption
losses only, is negligible. This assumption is generally valid
for kilohertz frequencies (for example, absorption at
200 kHz is 8.6X 107> Npm™! or less”®) while the homoge-
neous nature of water allows correction factors to be deter-
mined for higher fre:quencies.19

In contrast to water, the attenuation of acoustic waves in
the range 16—100 kHz in saturated sediment, which consists
of absorption and scattering losses, can reach values of
29 Npm~ in muds and 9.5 Npm™' in sand (predictions
from the grain-shearing theory5 for typical sediment
propertieSZI’zz). If this attenuation could be accurately pre-
dicted, suitable correction factors could be obtained. How-
ever, this is not practical owing to the highly variable nature

(2)
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FIG. 2. Co-linear arrangement for three-transducer reciprocity required for
sediment-based measurements which utilizes a projector P and reciprocal
transducer 7 to calibrate hydrophone H.

of these attenuations. For example, a compilation of attenu-
ation data from marine sediment displays a scatter of =31%
for a unique mean grain size,’ while attenuation coefficients
measured in sandy sediment varies by up to 2.8 Np m~! for
sediments with similar physical properties lying within a
100 m distance of one another.”> This variability makes it
extremely difficult to predict, and to account for, the attenu-
ation losses in sediment. It is therefore preferable to devise a
calibration method which does not critically depend on the
need to correct for attenuation losses. This may be achieved
through the co-linear arrangement displayed in Fig. 2, based
on the configuration originally used by Luker and Van Buren
for hydrophone phase calibration in water.'® The method is
described below.

Consider the general case of a pair of transducers that
are embedded in sediment, comprising a projector P and
hydrophone H whose reference centers are separated by a
distance d. If a driving current i, is applied to the projector,
and it is assumed that spherical spreading losses apply and
the sediment is homogeneous, the voltage vy received by the
hydrophone can be expressed as

M S pi
vy = %e‘“d, (3)

where Sp is the transmitting current response of the projector,
My is the sensitivity of the hydrophone, and « is the attenu-
ation coefficient of the sediment (in Np/m). The specific
transfer impedances for transducer pairs P to T(Zpy), P to
H(Zpy), and T to H(Zy) are therefore given by

MrsSp
d

ZPT - e_a[dl—(¢p+¢r)/2] ,

MysS
ZPH - ZIS Pe—a[dz—(¢p+¢y)/2],
2

MpsSt
d;

Zoy = e~ ds~(r+dp)/2] (4)

where Mg and M7y are the sediment-based sensitivities of
hydrophone H and transducer 7, respectively, and Sy and Sp
are the transmitting current responses of the transducers T
and P, respectively. The separations between the reference
centers of P and 7, P and H, and T and H are denoted by d,,
d,, and ds, respectively, while the diameter of transducers P,
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T, and H are denoted by ¢p, ¢, and ¢y, respectively. Equa-
tion (4) assumes that the acoustic reference center of each
transducer lies at the geometric center of the device. Using
the reciprocity parameter J, as described in Eq. (2), it is
possible to combine the expressions for the transfer imped-
ances Zpy, Zpr, and Zpy to derive an expression for the sen-
sitivity Mg of the hydrophone H:

2dyd Zrent
Myg= \/( pfzdls)e"p[“(dﬁdrdl B ‘i’”)](%)'
(5)

As a consequence of the co-linear arrangement adopted, the
separation distances are related by the expression d;=d,
+d; and Eq. (5) reduces to

_ [ 242, ZpnZrn
Myg= \/( ofd, )exp(— a’d’H)( Zr ) (6)

For an infinitesimally thin hydrophone, the exponential
term in Eq. (6) will reduce to unity and the sensitivity of the
central hydrophone can be determined from the approximate
form

e [T
pfd, Zpr

which corresponds to the water-based scenario displayed in
Eq. (1). For the sands examined in the present work, the
maximum attenuation coefficient for the frequency range ex-
amined (10-200 kHz) was estimated using the grain-
shearing model’ to be 8.16 Np m~!. Combined with the di-
ameters of the hydrophones used, which are 20-21 mm,
respectively (see Sec. III A), the sensitivities determined
from the exact equation [Eq. (6)] will vary from those deter-
mined from the approximate equation [Eq. (7)] by a maxi-
mum of 8.9%, i.e., sensitivity levels will deviate by less than
0.74 dB. As this deviation lies within the variability associ-
ated with sediment disturbance (see Sec. III B), the approxi-
mate equation is assumed valid for sediment-based reciproc-
ity calibrations and is used throughout the remainder of this
paper. Although the attenuation coefficients, frequency
ranges and transducer diameters used in this work are typical
of in-situ experiments, future users are advised to assess the
validity of Eq. (7) for their own situations.

There are, however, certain alignment problems that
arise from the co-linear arrangement shown in Fig. 2. First,
hydrophones cannot be assumed to be omni-directional and
so must be calibrated in a reference direction. The receiving
device must therefore be aligned such that its reference di-
rection is pointing toward the transmitting device. For the
co-linear arrangement, this means that the central device H
must be rotated between measurements of Zpy and Zpy so
that H is facing the transmitting hydrophone in each case.
Second, when measuring Zpy or Zp, the central device
should ideally be removed to avoid any “shadowing” effect
on the acoustic field. While both the rotation and removal of
H will have no effect for water-based measurements, for
sediment-based measurements these adjustments may intro-
duce some degree of disturbance into sediment and therefore
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alter the propagation loss between consecutive measure-
ments used in the same calibration. The impact of these dis-
turbance and shadowing effects is examined in Sec. IIL.

lll. SEDIMENT-BASED RECIPROCITY
MEASUREMENTS

A. Experiment

A series of reciprocity calibrations was performed on
transducers inserted into saturated sands contained in two
laboratory tanks. Initial measurements were made in a small
test tank located at the National Physical Laboratory to vali-
date the sediment-based reciprocity technique detailed in
Sec. II. A second laboratory tank located at the University of
Southampton was used for calibrations over a larger fre-
quency range, the use of two test tanks providing a test of the
robustness of the method. These tanks have been designated
as Tank 1 and Tank 2, respectively.

The manner in which the sand was placed in both tanks
was designed to minimize the possibility of trapping or form-
ing air bubbles within the sediment. The inclusion of such
bubbles would introduce strongly frequency-dependent com-
pressional wave velocities and attenuations,7 which would
disrupt the waveforms received and, therefore, make it ex-
tremely difficult to identify the time-windows over which the
signals are steady-state. To minimize the possibility of intro-
ducing air bubbles, the sand was sprinkled into degassed
water (degassed using a vacuum pump prior to filling the
tank) using a large container with 5 mm diameter holes
drilled in the bottom, see Fig. 3(a), and the sediment was left
to settle for a week prior to the measurement phase. The
method used for inserting the transducers was also chosen to
prevent the entrapment of air bubbles. This involved insert-
ing an open-ended tube into the sediment and excavating the
sand within it using a smaller tube. The transducer was then
placed in the excavated hole through the outer tube, and the
tube was then removed to allow the sediment to envelop the
transducer. After each insertion, the sediment was given a
few hours to settle.

The physical properties of the sand were measured
through the collection and analysis of sediment cores. Bulk
density, porosity, and compressional wave velocity were
measured at 1 cm depth increments using a multi-sensor core
logger,23 while grain size distributions were measured at
5 cm intervals using a laser particle analyser. The sand was
classified as a medium sand with a mean grain size of
304 +49 um, a porosity of 33% *1.0%, a bulk density of
2177+ 18 kgm™, and a compressional wave velocity of
1746+ 8 m s~! (all values quoted are mean values with stan-
dard deviations as the corresponding uncertainties). Here, the
mean grain size is expressed as —log,(d/d,), where d,
=1 mm and d is the grain diameter for each class determined
by sieving (i.e., the maximum grain diameter that can pass
through a sieve mesh, assuming spherical grains). The mean
grain size was determined from the cumulative frequency
curve of percentage mass of the sample passing through each
sieve against grain size fraction (sieve size) by reading off
the grain sizes corresponding to the 16, 50, and 84 quartiles
(i.e., 16% of the sample mass has a grain size less than D16,
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FIG. 3. (a) Manner in which sediment tank was filled (through sprinkling of
sand from container at top of image into degassed water. (b) Reciprocity
experiment being performed on Tank 1, with the poles attached to three
transducers clearly visible.

50% less than D50, and 84% less than D84) and calculating
(D16+D50+D84)/3. The Friedman & Sanders scale was
then used to categorize the sediment according to mean grain
size.* For the work here, the mean grain size was measured
on a number of samples from an assumed homogeneous
sediment, thus getting a standard deviation = linear error.

The absence of gas bubbles was confirmed through a
number of observations. First, the high fraction of the
500 kHz pulses that were transmitted though the core during
the core analysis indicated a bubble-free medium. Second,
all signals acquired during the reciprocity measurements dis-
played clean waveforms, without any additional frequency
components that would be indicative of scattering from
bubbles. Third, upon gentle stirring of the sediment no
bubbles were observed to emerge from the sediment.

Tank 1 contained a sediment volume measuring
0.67 m by 0.49 m with a depth of 0.45 m and a 50 mm head
of water, see Fig. 3(b). All transducers were inserted to a
depth of 0.22 m in the sediment, with the central hydrophone
H placed at the centre of the tank and, to maximize the
echo-free time, the outer devices P and T placed 0.13 m on
either side of H. To determine the transfer impedances re-
quired to calculate the sensitivity of hydrophone H, the
steady-state driving current and received voltage were mea-
sured for each transducer pair (namely, P to T, P to H, and T
to H). These measurements were acquired for tone-burst sig-
nals with frequencies that covered the range from
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20 to 150 kHz in 2 kHz steps. The steady-state voltage of
the received signal was measured using standard
techniques,19 which involve the application of a time-
window to select the portion of the received signal that sat-
isfies both steady-state conditions (i.e., contains no ringing
affects associated with the start of the received signal) and
free-field conditions (i.e., contains no reflected signals).
Least squares fitting techniques were then applied to this
windowed signal to measure the amplitude of the received
voltage, with reliable results obtained when the duration of
the time-window contained at least half a period of the re-
ceived signal.25 A type 8104 transducer (manufactured by
Briiel and Kjer, Denmark) with a diameter of 21 mm was
selected as the central hydrophone (H) because the minimal
ringing effects associated with this relatively heavily damped
device allowed a relatively long time-window (32.9 us) to
be used and therefore frequencies as low as 20 kHz to be
examined. In order to allow signals with sufficient amplitude
to be transmitted over the required frequency range an ITC
1042 transducer with a diameter of 35 mm (manufactured by
International Transducer Corporation) was selected as the
projector (P) and a Briiel and Kjer 8100 with a diameter of
21 mm was used as the reciprocal transducer (7).

While the transfer impedances Zpy and Z;y required to
derive the sensitivity of H from Eq. (7) can only be measured
with H present, Zpr was measured under three sets of condi-
tions. First, the use of Zp;r measured before H was inserted
allowed a “reference” sensitivity to be calculated that was
subject to no shadowing effect and only relatively minor dis-
turbances associated with the insertion of P and 7. Second, a
“shadowed” sensitivity was calculated through the use of Zpy
measured with H present, which introduces both a shadow-
ing effect and an additional disturbance associated with the
insertion of H. Third, on the removal of H, a final measure of
Zpr was obtained; while this measurement will have no shad-
owing effects associated with it, it will be affected by the
sediment disturbance associated with the insertion and re-
moval of H and is therefore referred to as the “disturbed”
sensitivity. In addition, the transfer impedance between the
outer transducers was measured in both directions, i.e., from
P and T(Zpy) and from T and P(Z;p). This allowed the sen-
sitivity to be calculated with either Zp; or Z;p in the denomi-
nator of Eq. (7), and the validity of the reciprocal assumption
to be tested (if both P and T are reciprocal then both sensi-
tivities should be the same)."”

Calibrations were also performed in Tank 2, with the
aim of repeating the earlier work and obtaining sensitivities
at a wider range of frequencies. Here, the hydrophone under
test consisted of a spherical element with a diameter of
12.5 mm embedded in a cylindrical polyurethane boot with
an outer diameter of 20 mm. This hydrophone was manufac-
tured by Neptune Sonar Ltd. UK, and consisted of a modi-
fied version of their D140 design (the design used here has
the same spherical element, but is encapsulated in a cylindri-
cal boot). This hydrophone was designed for in-siru field-
work over the frequency range 10—200 kHz. Tank 2 was
cylindrical, with a diameter of 0.97 m, a sediment depth of
0.87 m, and water head of 0.10 m. The slightly larger dimen-
sions of Tank 2 allowed the length of the time-window over
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which the received signal satisfied steady-state and free-field
conditions to be extended to 50 us, enabling measurements
to be made at somewhat lower frequencies than for Tank 1.
The central hydrophone was placed at a depth of 0.45 m in
the center of the tank and, to maximize echo free time, with
P and T placed in a co-linear arrangement 0.17 m on either
side of H. Other details of the experiment, such as the trans-
ducers used for P and T and the pulse lengths, remained as
described above for Tank 1. However, since degassed water
was not available, a submersible pump was used to assist
with degassing of water and sediment. This pump, capable of
driving a 30 m head of water, had a constricting valve fitted
to the inlet which was used to throttle the flow. The resulting
pressure drop allowed the water/sediment mixture to degas
by drawing dissolved gases out of the water. The outlet was
vented to atmospheric pressure at the water surface with a
glass beaker used to collect the exiting gas (allowing the gas
production to be monitored). This degassing pump was used
to degas the water prior to filling the tank with sand, with
steadily decreasing amounts of gas harvested from the tank
and captured in the glass beaker as the water reached a de-
gassed state. Once degassed, the water tank was filled with
sediment to envelop the degassing pump which was pro-
tected by a flooded cylindrical column. As the column lay
below the water surface, degassing continued during sand
filling of the tank and prior to measurements. A small in-
crease in the amounts of gas harvested from the tank during
sand filling provided some evidence that the filling process
did indeed introduce air/gas into the water. The degassing
pump was used for several hours in the saturated sediment
prior to measurements until the volume collection rate of gas
reached an equilibrium. While there remains the possibility
that small fractions of gas were present in both sediment
tanks, the evidence presented earlier indicates that these gas
fractions were not sufficient to impact on the measurement
technique presented here.

For comparison purposes, water-based reciprocity mea-
surements were also performed in a water tank measuring
2.0 m long by 1.5 m wide and 1.5 m deep for both the Briiel
and Kjer 8104 and the spherical test hydrophone. In order to
ensure that the water and sediment calibrations are directly
comparable the transducer configurations, mounting, drive
voltage, and pulse lengths remained unchanged. The P to T
and T to P stages were again measured both with and with-
out H present, i.e., under reference and shadowed conditions.
For the water-based reciprocity calibrations, the overall mea-
surement uncertainties (expressed for a confidence level of
95%) were estimated to be typically 0.5 dB.*

It is normal for three-transducer spherical-wave reci-
procity calibrations to be undertaken with hydrophone sepa-
ration distances that are sufficiently large to ensure that far-
field conditions are achieved and that the acoustic field is
sufficiently close to a spherically- diverging wave." For the
sediment-based calibrations reported here, relatively short
transducer separations were used because of the use of rela-
tively small test tanks (separations of 0.13 and 0.17 m, re-
spectively). For the higher frequencies used here, the strictest
acoustic far-field criterion is violated, for example, that
specified in the international standard IEC 60565." This
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FIG. 4. An examination of the impact of shadowing and disturbance effects
for the Briiel and Kjar 8104. Two sets of repeat measurements are displayed
in (a) and (b), respectively. These measurements include reference sensitiv-
ity levels calculated using Zp; measured before H was inserted (dotted line),
shadowed sensitivity levels calculated using Zp; measured with H present
(solid line), and disturbed sensitivity levels calculated using Zp; measured
after H was inserted and then removed (dashed line). All measurement used
the same P to H and 7 to H measurements. Note that the repeatability of the
measurements with repeated insertion of the hydrophones was estimated to
be between 0.1 and 0.4 dB (expressed as a standard deviation).

means that the acoustic field will not approximate to a
spherical-wave to within a maximum tolerance of =2% over
the full frequency range, as required by the standard. With
the relatively small transducer elements used here, this was
not considered to be a significant source of error. However,
to ensure that any observed differences in the calibration
results were not due to this factor, the water-based calibra-
tions were undertaken at the same separation distances as
were used in the sediment-based calibrations. In addition,
extra calibrations were undertaken in water at large separa-
tion distances (minimum of 1.1 m), so that comparisons
were also possible with full far-field water-based results.

B. Results

Sensitivity levels measured on the Briiel and Kjer 8104
in Tank 1, which are used to validate the technique described
in Sec. II, are displayed in Figs. 4 and 5. The sensitivities are
expressed in decibels relative to a reference value of
1 V/uPa. It should be noted that the agreement between the
sensitivity levels calculated using Zp; and Z;p was excellent,
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FIG. 5. Sensitivity levels measured on the Briiel and Kjer 8104 hydrophone
in sediment and water. Sediment-based sensitivity levels measured in Tank 1
are displayed using P and 7 measurements both with H present (open
circles) and without H present (dashed line). Water-based measurements
performed in a larger water filled tank (measuring 2 X 1.5X 1.5 m3) are also
displayed for P and T measurements both with H present (closed circles)
and without H present (solid line). Note that the overall uncertainty for the
calibrations were estimated to be =0.5 dB for the water-based calibrations,
and between 0.9 and *1.5 dB for the non-shadowed sediment-based cali-
brations (expressed for confidence levels of 95%).

with discrepancies of less than 1% seen over much of the
frequency range for both water-based and sediment-based
measurements. This strongly suggests that both P and T were
behaving reciprocally. The impact of shadowing and distur-
bance effects on the sensitivity levels are displayed in Fig. 4
through the use of the reference, shadowed, and disturbed
sensitivity levels discussed in Sec. IIT A. These three sensi-
tivity levels were derived for two sets of measurements ob-
tained from two deployments of H, with a period of 48 h
allowed between the first and second sets to allow the sedi-
ment to re-settle. The combined shadowing and disturbance
effects associated with the insertion and presence of H
causes sensitivity levels to increase from the reference sen-
sitivity level by a maximum of 1.3 dB for the first set of
measurements and 2.8 dB for the second set, with the effect
more pronounced at higher frequencies. This increase can be
primarily explained by the presence of H reducing the am-
plitude of the signal that is transmitted from P to 7 and,
therefore, reducing the value of Zp; in Eq. (7). The disturbed
sensitivity levels lie a maximum of 1.2 dB below the refer-
ence sensitivity level for the first set of measurements and
deviate from the corresponding reference values by less than
0.3 dB for the second set, which again is more pronounced at
higher frequencies. This reduction can be explained by con-
sidering that the removal of H reduced the compaction of
sediment in the region around the hydrophone position. The
resulting increase in porosity causes the attenuation of the
sediment to be reduced and the amplitude of the signal trans-
mitted from P to T to be increased. The subsequent increase
in the value of Zp; in Eq. (7) leads to lower sensitivity levels.

The water-based and sediment-based sensitivities of the
Briiel and Kjar 8104 are compared in Fig. 5. While reference
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FIG. 6. Sensitivity levels measured for the spherical test hydrophone in
sediment and water. Sediment-based sensitivity levels measured in Tank 2
are displayed using P and T measurements with H present (open circles) and
without H present (dashed line). Water-based measurements performed in a
larger water filled tank (measuring 2 m by 1.5 m by 1.5 m) are also dis-
played for P and T measurements with H present (closed line) and without
H present (solid line). Note that the overall uncertainty for the calibrations
were estimated to be =0.5 dB for the water-based calibrations, and between
+0.9 and =1.5 dB for the non-shadowed sediment-based calibrations (ex-
pressed for confidence levels of 95%).

sensitivity levels (i.e., those that use P to T measurements
without H inserted) are traditionally used for water-based
calibrations, shadowed measurements (i.e. those that use P to
T measurements with H present) may be a more practical
scenario for in-situ calibrations, as these would allow the
three transducers to be attached to a single rig with well-
defined separations for a single insertion into the sediment.
For this reason both shadowed and non-shadowed sensitivi-
ties have been included in the following discussion. Com-
parison of the reference and shadowed sensitivity levels for
each medium display a maximum increase from shadowing
effects of 2.7 dB in sediment and 1.9 dB in water, both of
which are more pronounced as frequency increases. The sen-
sitivity levels in sediment are generally significantly lower
than that in water, with a mean reduction across the fre-
quency range of 3.8 dB for the shadowed measurements and
3.6 dB for the reference measurements. This reduction in
sensitivity is greater than the degree of variability associated
with disturbance effects, which, as discussed above, is less
than 1.2 dB. The difference between sediment-based and
water-based sensitivity levels varies with frequency, with this
difference less than 2 dB for the range 20-28 kHz and
84-98 kHz, and greatest between these regions in the vicin-
ity of the water-based resonance frequency of H (65 kHz).
The measured sensitivities of the spherical test hydro-
phone are displayed in Fig. 6, which again includes both
reference and shadowed measurements. As for the Briiel and
Kjer 8104, sediment-based sensitivity levels are lower than
water-based values, with a mean reduction of 3.6 dB for
shadowed measurements and 3.2 dB for non-shadowed mea-
surements. This reduction is most pronounced for frequen-
cies between 70 and 100 kHz, which, in contrast to the Briiel
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FIG. 7. Comparison of free-field sensitivity levels measured using large
separations in an open-water facility (solid line) with water-based sensitivity
levels measured in a small laboratory tank using the shorter transducer sepa-
ration required for sediment-based work (dashed line) for (a) Briiel and Kjeer
8104 and (b) spherical test hydrophone. Note that the overall uncertainty for
the water-based calibrations were estimated to be *0.5 dB (expressed for
confidence levels of 95%).

and Kjer 8104, are below the water-based resonance fre-
quency of the hydrophone (i.e., 170 kHz). The increase in
sensitivity caused by shadowing effects is observed to be
considerably greater for water-based measurements (maxi-
mum increase of 4.0 dB at 200 kHz) than sediment-based
measurements (maximum increase of 2.0 dB at 200 kHz).

In addition, to examine the effect of the restricted acous-
tic far-field conditions, water-based sensitivity levels mea-
sured at the short separation distances were compared to
those obtained at larger separations, the latter measurements
being undertaken in an open-water facility. The use of larger
facilities allowed a minimum transducer separation of 1.1 m
to be used and the resulting sensitivities to represent true
far-field conditions. For the Briiel and Kjar 8104 transducer
arrangement [see Fig. 7(a)] sensitivity lie within 0.6 dB of
the free-field values from 20 to 122 kHz, and deviated from
these free-field values by less than 1.1 dB as frequency in-
creases to 150 kHz. The spherical test hydrophone displayed
a similar deviation [see Fig. 7(b)] from true free-field values,
with deviations less than 1 dB from 10 to 200 kHz.

The above results indicate that, for the two transducers
examined, the change in the medium loading arising from
the insertion of transducers into sediment will reduce sensi-
tivity levels, averaged over the frequency range tested, by
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3.2 and 3.6 dB respectively. These reductions exceed varia-
tions introduced by sediment disturbance effects (which are
less than 1.2 dB) and are more pronounced for shadowed
sensitivity levels. The reduction in sensitivity is probably a
consequence of the increased acoustic impedance of the fine
sand (3.79 X 10° kg m™2 s~!) with respect to the acoustic im-
pedance of the water (1.45X 10° kg m™2s™!) and the result-
ing increased mismatch with the boot material used to pro-
tect the hydrophone element.

C. Uncertainties

For free-field reciprocity calibrations performed in wa-
ter, the overall uncertainty is typically £0.5 dB (expressed
for a 95% confidence level). A comprehensive description of
the sources of uncertainty is provided elsewhere in the
literature.'*2¢ Many of these sources of uncertainty are com-
mon to the calibrations performed in sediment, examples be-
ing lack of steady-state conditions, lack of spherical-wave
propagation, instrument calibration uncertainty, and lack of
far-field conditions. The values of these uncertainties can
vary with frequency, for example, the contribution from lack
of steady-state conditions is greater at the lower limit of the
frequency range where there are fewer cycles available
within the echo-free time-window for analysis. Conversely,
the lack of far-field conditions contributes greater uncertainty
at higher frequencies where the near-field region extends for
a greater distance.

In addition, there are additional uncertainties specific to
the calibrations in sediment, a number of which have already
been the subject of discussion in the previous sections. These
include the residual effect of the finite size of the hydro-
phones, which was estimated to be a maximum value of
0.74 dB in Sec. II. The influence of shadowing caused by the
central hydrophone has already been discussed in Sec. III B.
The reduced separations used for the sediment calibrations
introduced the potential for increased contributions from lack
of far-field conditions. This was assessed by undertaking two
sets of water-based calibrations, one set at the same marginal
separations used for the sediment work, and one set at in-
creased separations where far-field conditions were comfort-
ably satisfied. This contribution was estimated in Sec. III B
at between 0.6 and 1.1 dB.

Any calibration method will also suffer from a “ran-
dom” uncertainty due to the lack of perfect repeatability in
the measurements. This will be exacerbated for the sediment
calibrations due to disturbance of the sediment on repeated
immersion of the hydrophones. This was examined experi-
mentally by measuring the transfer impedance between hy-
drophones under repeated immersion, extraction, and re-
immersion of the Briiel and Kjer 8104 hydrophone. The
repeatability obtained varied relatively little with frequency
and was typically in the range 0.1-0.4 dB (expressed as a
standard deviation).

An additional potential contribution specific to the
sediment-based calibrations is that of lateral variations in at-
tenuation (causing the value of « to be different for paths d,
and d;). Such a variation can be incorporated in to the analy-
sis by using different attenuations in Eq. (4). As the total

J. Acoust. Soc. Am., Vol. 125, No. 5, May 2009

attenuation over the sediment part of the path d; is equal to
the total attenuation over the paths d, and d; then the result-
ing equations will reduce to Eq. (6) indicating that such lat-
eral variations should not be an issue. The experimental pro-
tocol (including the method of lying down a uniform
degassed sediment described in Sec. IIT A) makes lateral
variation in « far less likely than would occur in real shallow
marine sediment, with its potential for the presence of flora
and fauna (including shells), gas, and mineral inclusions. As-
sessment of any lateral variation in & would require removal
and re-insertion of hydrophones into the sediment, which
introduces another error that is potentially at least as large as
the one being measured. To investigate the potential for any
lateral variation in « to affect the results of this work, during
the initial measurements using the Briiel and Kjar 8104, the
roles of P and T (and the identity of the hydrophones) were
interchanged. This provided a test of the robustness of the
method to any lateral variations since the transducer pairs
associated with the separations d, and d; (and the corre-
sponding transfer impedances) were now interchanged. Al-
though these measurements were only undertaken at a subset
of frequencies within the overall frequency range, the results
showed that the differences obtained were within the repeat-
ability obtained from simply removing and re-inserting the
hydrophones (typically between 0.1-0.4 dB as indicated
above). This provided confidence that lateral variations in
attenuation were not a significant source of error for the sedi-
ment tanks used here.

Although the work described here is mainly intended as
a statement of the methodology rather than a definitive study
of uncertainties, the additional sources of uncertainty have
been combined with those common sources from the water-
based calibrations in an attempt to make a provisional esti-
mate of the overall uncertainty for sediment-based calibra-
tions at a subset of frequencies within the overall frequency
range. Combining the uncertainties according to the ISO
Guide to Uncertainties in Measurement,27 overall values of
between =0.9 and *=1.5 dB (depending on frequency) are
obtained when using the reference “non-shadowed” method
(expressed for a confidence level of 95%).

When considering the differences observed between the
water-based and sediment-based results, it should be remem-
bered that as far as possible the same instrumentation and
experimental procedure were used for both media. This
means that any systematic bias introduced into the results
due to uncertainty contributions which are common to both
experiments will be the same for both media and so will not
influence the differences between the results. As can be seen
from the results presented in Sec. III B, sensitivity differ-
ences are observed which exceed the estimated uncertainties,
and therefore it is believed that these differences are real for
the hydrophones used here and are not experimental artifacts.

IV. COMPARISON WITH HYDROPHONE MODEL

In order to investigate the effect of immersion in sand on
a hydrophone performance and confirm that the observed
changes in sensitivity were realistic, preliminary FE calcula-
tions were performed using a simplified model of the spheri-
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FIG. 8. Absolute sensitivity of spherical hydrophone with spherical boot in
water and sand calculated using FE model.

cal hydrophone. These used a commercial FE code (PAFEC,
PACSYS Ltd., Nottingham, UK). For reasons of simplicity,
the model was only developed for the spherical hydrophone.
The Briiel and Kjar 8104 hydrophone was not modeled since
the complex element design, consisting of four coaxial rings,
was not readily amenable to a simplified model.

The model consisted of a radially-poled spherical shell
of PZT 5 piezoelectric ceramic with inner and outer radii of
5.0 and 6.35 mm, respectively, covered by a uniform coating
layer of outer radius 10 mm (the hydrophone boot), based on
information provided by the hydrophone manufacturer. The
hydrophone was modeled when immersed in water, with a
speed of sound 1500 m s~! and density 1000 kg m~3, and in
sand, with a speed of sound 1746 ms~' and density
2176 kg m™>. The parameters for the piezoelectric material
were taken from the database within PAFEC and the coating
layer was assumed to have a compressional wave speed of
1626 m s™! and a density of 1040 kg m~>. In the model, the
coating and the sediment were assumed to act as fluids (and
so would not support shear waves). However, realistic values
of the compressional wave speed have been used which cor-
respond to those for the sediment. The model utilized bound-
ary elements on the outer surface of the coating to simulate
the effect of the infinite fluid medium (water or sand). These
properties are considered to be reasonable estimates of the
properties of the tested device.

In order to evaluate the performance of the hydrophone
as a receiver, the transmit voltage sensitivity of the device
was initially calculated. This was then converted into a cur-
rent sensitivity using the predicted impedance of the device.
Finally, the receive sensitivity was calculated by use of the
principle of reciprocity [see Eq. (2)]. It should be noted that
no attempt has been made to correct the resulting element
receive sensitivities to end of cable sensitivities.

The resulting receive sensitivities are shown in Fig. 8 as
a function of frequency from 10 to 200 kHz. These results
show that the sensitivities in sediment and water are very
similar at the lowest frequency considered, but that the sen-
sitivity in sand is much lower in the region of 90 kHz, being
some 6 dB lower than in water. However, the sensitivities in
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the region of the resonance at 140 kHz are very similar, with
that in sand being about 1.5 dB higher. The peak in response
has a higher Q for the in-sand measurements than the in-
water measurements. It should be noted that changes to the O
factor of the resonance have been predicted elsewhere for
hydrophones immersed in sediment.”®

The qualitative features displayed by the model are in
very good agreement with those displayed by the experimen-
tal measurements of sensitivity (Fig. 6). In particular, the
similar low frequency sensitivities, the significantly reduced
sensitivity in the midfrequency region in sand, and similar
sensitivity in the resonance region are all well replicated.
This gives added confidence that these features are real and
not the result of systematic uncertainties.

It should be noted that this FE model was not intended
to model exactly the tested hydrophone with its complex
construction of a spherical element in a truncated cylindrical
boot. It is intended to develop a more extensive model in the
future in order to understand in more detail how sediment
affects the performance of buried hydrophones.

V. CONCLUSIONS

An absolute calibration method has been developed to
investigate hydrophone performance in sediment. The
method is based on the method of three-transducer spherical-
wave reciprocity with a co-linear transducer arrangement
which enables the sensitivity of the central hydrophone to be
determined without a priori knowledge of the sediment
properties. A series of reciprocity calibrations has been per-
formed in sediment and in water for two types of hydro-
phone. Through comparison with equivalent water-based
measurements, the immersion of the hydrophones into the
sediment was observed to reduce their sensitivity levels by
varying amounts depending on the frequency. The observed
reductions varied between a minimum of less than 1 dB and
a maximum of just over 7 dB, the average reduction in sen-
sitivity for the two hydrophones being 3.2 and 3.6 dB, re-
spectively (averaged over the all measurement frequencies).
The effect of the sediment disturbance associated with the
necessary insertion, rotation, and removal of the central hy-
drophone caused measured sensitivities to deviate from ref-
erence sensitivity levels by less than 1.2 dB. Shadowing ef-
fects associated with the use of P to 7 measurements with
the central hydrophone present increased sensitivity levels by
between 1.3 and 4.0 dB. Despite the relatively short trans-
ducer separations that were required for the sediment-based
measurements, the lack of perfect far-field conditions for part
of the frequency range did not cause significant error in the
measurements. The reduction in sensitivity levels associated
with insertion into sediment can be explained through the
higher impedance of the sediment and increased mismatch
with the hydrophone boot material. A simple FE model has
been developed for one of the hydrophones, the results of
which show good qualitative agreement with the measured
data and indicate that the observed changes are realistic.
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An ultrasonic technique for estimating viscoelastic properties of hydrogels, including engineered
biological tissues, is being developed. An acoustic radiation force is applied to deform the gel
locally while Doppler pulses track the induced movement. The system efficiently couples radiation
force to the medium through an embedded scattering sphere. A single-element, spherically-focused,
circular piston element transmits a continuous-wave burst to suddenly apply and remove a radiation
force to the sphere. Simultaneously, a linear array and spectral Doppler technique are applied to
track the position of the sphere over time. The complex shear modulus of the gel was estimated by
applying a harmonic oscillator model to measurements of time-varying sphere displacement.
Assuming that the stress-strain response of the surrounding gel is linear, this model yields an
impulse response function for the gel system that may be used to estimate material properties for
other load functions. The method is designed to explore the force-frequency landscape of cell-matrix
viscoelasticity. Reported measurements of the shear modulus of gelatin gels at two concentrations
are in close agreement with independent rheometer measurements of the same gels. Accurate
modulus measurements require that the rate of Doppler-pulse transmission be matched to a priori

estimates of gel properties. © 2009 Acoustical Society of America. [DOL: 10.1121/1.3106129]

PACS number(s): 43.35.Mr, 43.25.Qp, 43.80.Ev [PEB]

I. INTRODUCTION

Elasticity imaging is a promising diagnostic technique
for discriminating between benign and malignant breast
lesions.'™ Its diagnostic value stems from the important role
of the cellular mechanoenvironment in regulating tumor
growth8 and from the large tumor contrast observed for vari-
ous mechanical properties.9 Biological sources of elastic
strain contrast in mammary tissues include edema, hyperpla-
sia, acidosis, fibrosis, desmoplasia, and inflammatory re-
sponses characteristic of the reaction of breast stroma to can-
cer cells. Physical sources of elasticity contrast are related to
the spatial variations in flow velocity of fluids through the
extracellular matrix (poroelasticity) and the rate at which the
matrix itself mechanically relaxes (viscoelastic) in response
to applied forces.'” Classification of nonpalpable, isoelastic
lesions is possible by imaging time-varying strain features.®”

Despite early clinical successes, the visibility of lesions
in elasticity imaging can vary widely. We hypothesize that
some of the clinical variability may be reduced by improving
our understanding of elasticity imaging contrast mechanisms
and adapting the imaging techniques accordingly. Our ap-
proach to mechanism discovery is to establish relationships
between the physical and biological sources of contrast listed
above across the spectrum of force frequencies used by the
various approaches to elasticity imaging.
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Quasi-static elasticity imaging methods apply a ramp
force suddenly and hold it constant while strain is imaged
over time."" The methods is “quasi-static” for patient imag-
ing because modest forces (1-5 N) are manually applied
slowly (~1-s ramp on) to the breast surface through the
ultrasound transducer. Quasi-static methods interrogate tis-
sues at a very low applied-load frequency bandwidth that is
bounded from above at approximately 1 Hz and from below
at 0.01 Hz depending on the total acquisition time for the
strain image recording sequence.12 At the other load band-
width extreme are acoustic radiation force imaging
methods.” A focused push-pulse applies a weak impulse
force deep in tissue for about 1 ms after which displacements
are imaged in time as the tissue relaxes. This load bandwidth
is nominally 100—1000 Hz depending on experimental de-
tails. Other acoustic-based approaches, including ultrasound-
stimulated vibro-acoustic spectography,2 shear wave elastic-
ity imaging,3 and harmonic motion imaging,4 probe load
bandwidths somewhere between these two extremes.

It is difficult to design studies to discover disease-
specific sources of elasticity contrast for any of these imag-
ing techniques. In vivo breast tissue properties are spatially
heterogeneous, frequently anisotropic, and have poorly de-
fined boundaries. Hence complex internal stress fields are
common, making it difficult to even rigorously define a
modulus. Excised tissue samples are nonrepresentative be-
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cause of changes caused by the lack of perfusion, decompo-
sition, or use of fixatives. Gelatin hydrogels are structurally
simpler, homogeneous, and able to mimic some properties of
breast stroma as required for imaging system development.12
However, hydrogels do not mimic cell-driven dynamic prop-
erties normally associated with malignant progression or re-
sponses to treatment; many of these features are assumed
associated with tumor contrast. Rodent models of mammary
cancer can accurately represent genomic, biochemical, meta-
bolic, and some perfusion aspects of tumor physiology,13 but
are less representative of the macrostructures of human
breast tumors that strongly influence mechanical behavior.

We are exploring the use of three dimensional (3D) cell
cultures."*'> While they suffer many of the same problems
experienced in excised tissue measurements, they have the
advantage of containing living mammary cells embedded in
hydrogel volumes. The cells can be biochemically or me-
chanically stimulated and then observed under sterile condi-
tions. Cell cultures do not simulate the tumor macroanatomy
but they can mimic the responses of tumor-cell clusters to
their microenvironment. Gels combine geometric simplicity
for ease of mechanical measurements with dynamic cellular
processes that can be independently verified via optical mi-
Croscopy.

Many biological tissues and all of the gels we consid-
ered are biphasic polymers, which means their mechanical
properties are determined by a polymeric matrix (solid
phase) embedded in a liquid (fluid phase). The mechanical
responses of multiphasic polymers depend significantly on
the rate at which force is applied. For example, the complex
shear modulus is known to vary widely with force frequency
in lightly-cross-linked amorphous polymers,16 breast
tissues,’ and even within individual cells of the body."”

Our research goal is to develop a radiation force tech-
nique for estimating shear modulus and shear viscosity of gel
types often used in 3D cell cultures and engineered tissues.
These measurements will eventually be made over the band-
width of force frequencies used in various elasticity imaging
techniques. This report focuses on the application of Doppler
measurements to describe transient dynamic responses of
gelatin gels to a step change in radiation force. Particle ve-
locity estimates are related to modulus and viscosity through
a second-order rheological model. The results provide an es-
timate of the impulse response function of shear wave imag-

ing.

Il. METHODS

The goal of the proposed method is to remotely and
quantitatively estimate material properties using acoustic ra-
diation force. Acoustic pressure fields exert localized forces
with a magnitude that depends on the energy density of the
field and the scattering and absorption properties of target
media. Gelatin gels are used in this study that describes the
measurement system and rheological models applied for ma-
terial property estimation.
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Source transducer

Imaging transducer

Gel Sample

FIG. 1. Diagram of the experiment to measure viscoelastic properties of gel
samples. Acoustic force applied by a source transducer displaces a sphere
embedded in the gel. An imaging transducer tracks the induced motion of
the sphere.

A. Acoustic radiation force

Acoustic radiation force is generated when momentum
of the acoustic wave is transferred to the propagation me-
dium via attenuation and scattering interactions. We study
low-attenuation gels to which a strongly scattering sphere is
embedded. Scattering from the sphere efficiently couples the
acoustic field to the gel to induce forces that measurably
deform gels at relatively low acoustic intensity.

For sphere diameters small compared with the beam
width (1.5 and 6 mm, respectively), we can assume local
plane waves and the time-averaged force on the scattering
sphere is approximately18

F = ma®YE. (1)

The quantity a is the sphere radius and Y is the radiation
force function as determined by the mechanical properties

and geometry of the sphere and the surrounding gel. E is the
average energy density of the incident field. The time aver-
age is over several cycles of the carrier frequency (microsec-
onds) but typically varies over the period of the amplitude
modulation (milliseconds). We measured the acoustic radia-
tion force on a steel sphere suspended in water and found
that it agreed with the prediction of Eq. (1) within experi-
mental error."”

B. Source transducer

Figure 1 illustrates the experiment depicting a gel
sample containing a stainless steel sphere. Force is applied
by the acoustic field of a circular, 19-mm-diameter, f/4, lead
zirconate titanate (PZT) element that is transmitting sine-
wave bursts at the resonant frequency of 1 MHz. Bursts
200 ms in duration were transmitted every 2 s to induce a
maximum sphere displacement >20 um for gels containing
3% w/w gelatin. The pressure field from the source trans-
ducer was measured in water using a recently calibrated
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polyvanylidene fluoride (PVDF) membrane hydrophone
(GEC-Research Ltd., Marconi Research Center, Chelmsford,
UK). The results were used to estimate a primary radiation
force at 60 ,uN.19 The error on the force estimate was ap-
proximately 16% of the mean value and was determined pri-
marily by the uncertainty in pressure estimates. The sphere
was positioned on the beam axis at the 76-mm radius of
curvature of the source. The location of the sphere was
tracked in time by measuring and integrating the instanta-
neous sphere velocity.

C. Sphere velocity and displacement estimation

A Siemens Sono-line Antares system was used to esti-
mate sphere velocity via pulsed-Doppler methods. A VF5-10
linear array transducer was driven by 1-cycle, 7.27-MHz
voltage pulses to transmit nominally 2.5-cycle, 7-MHz
acoustic pulses. Doppler-pulse transmission was repeated for
a fixed beam-axis position on the time interval 7,=76.8 us.
rf echo waveforms were sampled at 40 Msamples/s using
the ultrasound research interface of the Antares system20 and
stored for offline processing. The axes of the source trans-
ducer and linear array intersected at the 1.5-mm-diameter
steel sphere, and the beam axes were separated by 6=30°, as
illustrated in Fig. 1.

The demodulated complex envelope V[n,m'] was com-
puted for each Doppler echo waveform. The sample index
1 =n=N counts echo samples within an echo waveform in
what is commonly referred to as “fast-time.” The index 1
=m' =M’ counts the waveforms in “slow-time.”

We compute the lag-one correlation function estimate
between adjacent pairs of echo waveforms using

dn,m] =V [n2m—-1]V[n,2m], m' =2m-1. (2)

The change in index from m’ to m(1 =m= M) avoids count-
ing by 2. The estimate of instantaneous sphere velocity 0,
from complex correlation estimates is?!?

ny+No—1
-c ) 1

4mf, T, cos 6 No 2

N 2 arg($ln,m]). 3)

O[m]= (
c is the compressional-wave speed of sound in the gel me-
dium (1.5 mm/ us), ny marks the first fast-time sample in the
region of interest near the sphere-echo peak, N, is the num-
ber of fast-time samples in the region of interest, and arg(-)
indicates the phase angle obtained from the arctangent of the
ratio of imaginary to real parts of the argument. High-pass
filtering in slow-time, which is frequently used in blood flow
measurements (wall filter), was unnecessary because scatter-
ing from the gel was negligible compared to the sphere.

Finally, sphere displacement is estimated by integrating
velocity estimates £(1)= [(0,(t')dt’, where t'=2mT,. Inte-
gration was performed numerically using a cumulative trap-
ezoidal scheme.”

D. Hydrogel sample construction

Gelatin gel samples (250 bloom strength, type B, Rous-
selot, Buenos Aires, Argentina) were constructed to test
acoustic radiation force measurements of shear modulus and
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viscosity. Gelatin powder and distilled water are heated in a
water bath at a temperature between 65 and 68 °C for 1 h
and periodically stirred. When the sample is cooled to 50 °C,
0.1% by weight formaldehyde is added and thoroughly
mixed. Molten gelatin is poured into a cylindrical sample
mold (diameter 7.5 cm, height 5.5 cm). Two or three stain-
less steel spheres 1.5 mm in diameter are widely dispersed
within the cooling gel just prior to gelation. Samples with
3% or 4% w/w gelatin concentrations are homogeneous ex-
cept for the isolated spheres that are separated by at least
1.5 cm.

Narrowband through-transmission measurements of
compression-wave speed and attenuation coefficient™ were
made on samples without steel spheres and with 4% gelatin
concentration. Measurements made at 21 °C in degassed wa-
ter were first calibrated using a castor oil sample. Two phan-
toms were measured every 0.5 MHz between 7 and 12 MHz.
The slope of the attenuation coefficient as a function of fre-
quency was estimated to be 0.027 +0.003 dB mm~' MHz™".
Using no alcohol in the sample, the average speed of com-
pressional waves was ¢=1506+0.34 ms~' over the fre-
quency range of the measurement.

The material properties of the gelatin gels were verified
independently through oscillatory rheometer experiments.
Parallel plate shear experiments were conducted on an
AR-G2 rheometer (TA Instruments, New Castle, DE). Circu-
lar specimens, 25 mm diameter and 2—4 mm high, were
molded from the same gelatin used to make the large
samples containing spheres. After 1 day of gelation, the
specimens were removed from the molds and bonded to par-
allel plate fixtures using cyanoacrylate (Rawn America,
Spooner, WI). 5% strain was applied over a frequency range
from 0.1 to 10 Hz with ten sample points per decade of fre-
quency. For both concentrations of gelatin, the measured
storage modulus was averaged over the test range giving
321 %14 and 640* 17 Pa for 3% and 4% gelatin concentra-
tions.

E. Modeling

The rheological behavior of hydrogels on a scale larger
than the ultrasonic wavelength may be described as that of a
continuum.'® We propose to model the displacement x(r) of a
sphere embedded in gelatin as a simple harmonic oscillator,”

d*x(1)  dx(?)
;tz + R% + kx(t) = F(1). (4)

M,

F(z) is the driving force, M, is the total mass on which the
force acts, R is a damping constant related to the mechanical
impedance of the gel (see Appendix), and k is an elastic
constant. Because the uniaxial load is applied along the
source transducer beam axis and movement of the sphere is
in the same direction, x and F are the axial components of
the corresponding vectors. For a step change in force over
time from a constant value to zero, F(t)=F,(1—step(r)), the
homogeneous solution for displacement obtained from Eq.
(4) has the form
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X0» t=0

Ae~ cos(wyt+ @), t>0.

x(1) = (5)

A is the displacement amplitude, a=R/2M,, w;=\wi—a? is
the resonant frequency with damping, and wy=Vk/M, is the
resonant frequency without damping. From the initial condi-
tions, A=x,/cos ¢ and tan p=—a/ w,.

It is important to include the surrounding gel in estimat-
ing the dynamic inertia of the system.26 The total mass that
reacts to the radiation force is M,=M+M,, where M is the
mass of the sphere and Ma=§7m3pg is the added mass of
surrounding gel, where a is the sphere radius and p, is the
density of the gel. The next step is to relate the constants k
and R to rheological parameters w and 7.

The viscous drag force F, experienced by a 1.5-mm
sphere as it moves through incompressible and viscous gel at
velocities <10 mm/s has a Reynolds number on the order of
0.02. Consequently Eq. (4) gives the linear approximation
F(t)=—Ruv(1), and the classic Stokes equation for R is?’

R=6man, (6)

where the parameter 7 has the SI units Pa s. In the Appendix,
we show that R is the mechanical resistance or the real part
of the impedance. This implies that » may be interpreted as
the shear damping parameter, which within the frequency
range of the experiments is defined as u,+ u a/c,, where u,
is shear viscosity or the imaginary part of the complex shear
modulus u’, u, is the real part of the complex shear modulus
p', and ¢, is the shear wave speed.

inskii er al.*® applied an analysis parallel to Stokes
derivation to show that the elastic constant in the restoring
force equation, F(t)=—kx(t), is

k=6mau, (7

where w, with the SI units Pa, approximates the shear elas-
ticity, u; (see Appendix for details).

Combining Egs. (5)—(7) sphere displacement is modeled
in terms of shear elasticity and shear damping parameter. The
approach is to measure M, and a independently and then
numerically fit normalized displacement estimates X’(z)
=X(¢)/ X, to model values x'(¢)=x(r)/x, obtained from Egs.
(5)-(7) with u and % as free parameters. Normalization
scales and shifts the response so that displacements have
values between 0 and 1. Thus p and » are estimated without
knowledge of the applied force magnitude F,.

lll. RESULTS

We verified the proposed model and assumptions by
conducting radiation force experiments. The 1-MHz source
transducer transmitted 200-ms voltage bursts with the same
amplitude in each experiment. Originally at rest, the sphere
was suddenly displaced away from the transducer by the
pulse a maximum distance x, (see Fig. 2) before being re-
leased to return to its original location. The imaging probe
measuring the sphere velocity was transmitting and receiving
Doppler pulses during the entire process.

The rf echo waveform in Fig. 3 shows that each Doppler
pulse causes the steel sphere to ring. Because the echo
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FIG. 2. Measurement of sphere displacement versus slow-time as deter-
mined from the change in Doppler echo phase. The sphere is embedded in a
3% gelatin gel. Region I is a time period before radiation force is applied
and the sphere is at rest. Region Il is a time period that the source transducer
is transmitting a 1-MHz cw burst and the sphere is displaced away from the
source. Oscillations indicate cross talk between the source and Doppler
probes. Region III is the time period after the source is turned off and the
sphere returns to its original position.

signal-to-noise ratio for tracking sphere velocity was very
high, Doppler-pulse durations were set to 2.5 cycles to tem-
porally resolve the first echo from subsequent ringing ech-
oes. Echo phase is estimated near the peak of the first echo in
Fig. 3.

From the data of Fig. 2, we can illustrate the process for
a specific experiment. The spectral Doppler acquisition was
initiated (region I). After approximately 1.26 s, the source
transducer was turned on for 200 ms (region II). The phase
of the Doppler echo from the sphere changed as the sphere
was displaced by the acoustic force. On the time axis of the
figure at 1.46 s, the source transducer is turned off [this time
is set to =0 in Eq. (5)] and the sphere returns to the equi-
librium position with the response of a slightly underdamped
oscillator. We analyzed sphere displacement data as the

0.5¢ A

Normalized Amplitude
j

0.8 0.9 1 1.1 1.2
Time [s] x107°

FIG. 3. Example of a broadband Doppler echo waveform versus fast-time.
A single transmitted pulse is reflected from a steel sphere in 3% gelatin gel.
Multiple echoes indicate ringing of the sphere.
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FIG. 4. Normalized sphere displacement measurements £’(¢) from region III
in Fig. 2 are compared with the model equation x'(7) from Eq. (5). The
minimum least-squares fit (r2=0.996) was obtained for 3% gelatin gel aged
1 day to find ©=317 Pa and 7=0.57 Pas.

source pulse was turned off rather than turned on to avoid
cross talk between the source and Doppler probes as seen in
Fig. 2, region II.

Figure 4 is an example of a comparison between a mea-
sured displacement time series X'[m] and samples from the
best-fit model x'[m] as a function of slow-time, 2mT,. For an
M-point displacement time series with normally distributed
random error, the material parameters u and 7 are chosen to
give the smallest residual sum of squares,29

s S @ ] ]

SV @' [m]-x)?

X

M
> #'[m]. (8)

m=1

o1
M

r* is bounded from above by 1 (perfect agreement between
data and model) and from below by zero, although it can be
negative.

For small displacements, there is close agreement be-
tween measurements and the model, suggesting that gel de-
formation is linear as required by Eq. (5). Furthermore, if the
normalized displacement is time invariant, then we may ex-
press the model as a linear system

dih(t—1")(1 - step(t"))

—00

x(1) =
with impulse response
dx _ .
h(t) =- " =Ae™"(a cos(wyt + @) + wy sin(wt + @)).

)

Equation (9) enables prediction of the displacement for any
time-varying applied load for which the gel responds lin-
early.

Measurements of w and 7 for 3% and 4% gelatin gels
conducted over 4 days are presented in Figs. 5 and 6, respec-
tively. Without adding a strong chemical cross linker, gelatin
gels slowly increase their cross-link density, and thus gels
continue to stiffen over days. Although gelatin gel responses
are not strictly time invariant, the change in the impulse re-
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FIG. 5. Shear modulus as a function of gel age for 3% and 4% gelatin
concentrations. Rheometer estimates of x made on day 1 are also shown
with error bars indicating *=1 sd.

sponse is negligible over the duration of any experiment.
Estimated values of the modulus and shear damping for gels
with C=4% gelatin concentration are larger than that at 3%
for each day of the study. Gilsenan and Ross-Murphy30
found that the shear modulus varies with the square of gela-
tin concentration, C?, between 1% and 5%. Our data in
Fig. 5 give a concentration dependence of C>7 on day 1 and
C** on day 3.

As indicated in Fig. 5, rheometer measurements of the
shear storage modulus were also made on day 1 for both
gelatin concentrations. Five rheometer measurements were
made on five different 3% gelatin samples to yield a mean
and standard deviation of w,=321= 14 Pa. The comparable
radiation force estimate was 317 Pa. Three measurements
were made on three different 4% samples to find wu,
=640+ 17 Pa. The comparable radiation force estimate is
681 Pa. Considering the rheometer measurements as a stan-
dard, radiation force estimates of shear modulus are accurate
well within the observed day-to-day change in mean values.
We were unable to obtain independent estimates of shear
viscosity for the gels.
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FIG. 6. Shear damping parameter as a function of gel age for 3% and 4%
gelatin concentrations.
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Radiation force measurements may also be used to esti-
mate the shear speed ¢, and shear viscosity u,; both are
defined in the Appendix. At the end of the Appendix, we
show that u;=u, w,=n—pual/c,, and at low force frequen-
cies where ?u3<u] we obtain the elastic result, c;
zvm. Applying the 3% gelatin sample results at 24 h
following gelation, =317 Pa and %=0.57 Pa s, we estimate
¢,=0.56 ms~! and u,=0.14 Pas. Our estimates are compa-
rable to those reported by others using similar acoustic ra-
diation force techniques.SI’32

Intra-sample precision variability was estimated by mea-
suring u multiple times for a single sphere in one gelatin
sample. The percent standard deviation was found to be ap-
proximately 3.5% of the mean, for example, u
=317 %11 Pa. Boundary variability, i.e., proximity of each
steel sphere to the gel sample surfaces, was examined by
averaging u measurements for different spheres placed in
one gelatin sample. That standard deviation was approxi-
mately 7% of the mean. Inter-sample variability for u was
larger, 20% of the mean, primarily because of differences in
gel preparation. The relatively small random experimental
error is a consequence of the high echo signal-to-noise ratio.

IV. DISCUSSION

Mechanical parameter values are primary factors deter-
mining the ultrasonic sampling rate for pulsed-Doppler ve-
locity estimation. Discussion near Egs. (5)—(7) explains that
the time-varying displacement amplitude, the frequency, and
the phase are functions of w and 7. Estimation accuracy and
precision will vary with the sampling rate depending on the
bandwidth of the displacement spectrum. For linear gels, the
displacement spectrum is the spectrum of the applied force
filtered by the mechanical system response of the gel,
H(w;w,n). Hw;w,n) is the temporal Fourier transform of
Eq. (9) parametrized by the material properties.

The model spectrum of interest is the squared magnitude
of the temporal Fourier transform of x'(7) from Eq. (5). It has
the Lorentz form

1
@+ (w-wy)*
The 3-, 6-, and 20-dB bandwidths of the displacement spec-

trum are, respectively, Aw=R/M,, \r@R/M,, and V@R/M,.
Therefore the upper limit on angular frequency is

Opax = 0y + Aw/2 = wj — * + Ba, (10)

|X’((1))|2=

where B=1, \6, or V99 for the 3-, 6-, or 20-dB bandwidths.

To illustrate, Fig. 7 displays the displacement spectrum
corresponding to the parameters for measurements on day 1
for 3% gelatin-concentration samples. The highest frequency
in the 3-dB bandwidth is found from Eq. (10) to be f.x
=W/ 2m=120 Hz. The highest frequencies in the 6- and
20-dB bandwidths are 152 and 510 Hz, respectively.

The sampling theorem for bandlimited signals states that
the minimum sampling rate needed to avoid aliasing is twice
the value of the maximum frequency in the bandwidth. How-
ever, we must further increase the rate by the number of
pulses in the velocity estimator ensemble, M,. That is,
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FIG. 7. Power spectrum of displacement for model parameters from 3%
gelatin 24 h after gelation: ©=317 Pa and 7=0.57 Pas. Characteristic pa-
rameters are the natural frequency w,/2m7=76.1 Hz, half bandwidth
Aw/4mw=44 Hz, and maximum frequency at the 3-dB limit f,,,=120.1 Hz.

f‘X ; 2Mefmax
M, ——
= —e(\e’wg— o’ + Ba)
T
M, 6mau 3man 2 3mBan
=— - + . (11)
T M, M, M,

For the experiments described in the previous paragraph,
where we adopt the 6-dB bandwidth limit and M,=2, the
pulse-repetition frequency (PRF=f,) must exceed 608 Hz to
avoid aliasing.

To decide on an acceptable lower bound on the sampling
frequency, we oversampled the Doppler measurements at f,
=13 kHz. We then incrementally downsampled this wave-
form sequence, being careful to apply the appropriate low-
pass anti-aliasing filter as the Nyquist frequency changed,
before processing. We thus obtained w and 7 estimates as a
func_tion of f,. We observed that a 15-dB bandwidth (B
=v31) was sufficient to eliminate estimation errors within
the intra-sample random error range of 7%. If the echo
signal-to-noise ratio was reduced, for example, in stiff gels
where sphere displacement is small or for low-scattering
spheres, M, could be increased to compensate as given by
Eq. (11). There is also a tradeoff between time resolution for
velocity estimates and distance to the target, in our case the
sphere depth. Increasing f, reduces the depth for the maxi-
mum unambiguous range to c¢/2 fs.21

We have evaluated Eq. (11) for a range of u and 7
values estimated for gels and for the typical experimental
parameters M,=2, M,=14.7 mg, and B=31 (15-dB band-
width). The corresponding minimum Doppler-pulse sam-
pling rates are plotted in Fig. 8. It is important to point out
that Eq. (11) is valid only for the Lorentz spectrum charac-
teristic of the Kelvin—Voigt model, with total mass M, as
defined above. Changing the model to, for example, a three-
element Zener model,” would require a new analysis to es-
tablish the minimum sampling frequency.

Quick estimates of w and 7 may be made for a well-
calibrated experimental system. If M, and a are known, then
7 can be found directly from the 3-dB bandwidth of the step
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FIG. 8. Contour plot of the minimum sample frequency (i.e., PRF) in hertz
from Eq. (11) as required to estimate x and 7 as a function of these same
material properties. We used a fixed ensemble size M,=2, B=\31 (15-dB
bandwidth), and M,=14.7 mg. For example, for u=1.5kPa and 7
=0.5 Pas, f;=1.6 kHz.

response, =M, Aw; 4g/67a. Applying this result and an es-
timate of the spectral peak to the expression for resonant
frequency w,, we can estimate u.

V. CONCLUSION

A damped harmonic oscillator model accurately predicts
the movement of a hard sphere embedded in a congealed
hydrogel to a sudden change in acoustic radiation force. This
result suggests that the gel responds linearly to the force. We
show how to relate parameters of the harmonic oscillator to
the mechanical impedance of the system and material param-
eters. We estimated the coefficients of the complex shear
modulus (shear elasticity and viscosity) with 7% intra-
sample random experimental error by interpreting model pa-
rameters in terms of rheological elements. The radiation
force estimates of modulus at two gel concentrations closely
agree with independent measurements of the gels using a
rheometer. This simple but accurate technique is designed to
measure viscoelastic properties of 3D cell cultures remotely
to maintain sterile conditions.
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APPENDIX: MATERIAL PROPERTIES FROM
MECHANICAL IMPEDANCE

The viscoelastic material properties of the gel medium
surrounding a rigid sphere are frequently characterized by
the mechanical impedance, Z, which relates, in three spatial
dimensions, y=y;,y,,y3, and time, f, the resistance force of
the sphere to motion, F(z,y), and the resulting sphere veloc-
ity, v,(¢,y), via the Ohm’s law-like expression’
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F(1,y) = (A1)

Force and velocity are vector quantities, impedance is a sca-
lar, and all three are complex quantities in this expression.
Stationary harmonic forces at radial frequency w applied
along the y; axis and of the form F(r)=F, | exp(—iwt) gen-
erate sphere velocities of the form v (f)=v,,; exp(—iwr). In
that situation, the material properties that influence Z are gel
density p=1 g/cm?, sphere radius ¢=0.75 mm, and the
complex Lameé moduli p'=p;—iww, and N'=N;—iw\,. u,
is shear elasticity, u, is shear viscosity, A; is volume com-
pressibility, and N\, is volumetric viscosity. For the small
forces used in our experiments, it is assumed that the gel
responds linearly so the sphere velocity for an arbitrary time-
varying force is a weighted linear superposition of velocities
at each frequency in the force bandwidth. Further, it is as-
sumed that the sphere is bound to the continuous, homoge-
neous, and isotropic gel.

Of course, the force and velocity vectors also vary spa-
tially. For harmonic, compressional, plane waves traveling
along the y, axis, F(r,y)§,=F, exp(ky,—wrt), the imped-
ance is straightforward to find from Eq. (A1) and the one-
dimensional wave equation, as shown in standard texts.™

The mechanical impedance Z for the case of an oscillat-
ing sphere was found by Oestreicher.” Making use of the
spherical symmetry, he separately solved for the irrotational
and incompressible components of the wave equation relat-
ing pressure and displacement in terms of spherical
harmonics.? Integrating the pressure over the sphere to find
force and for v (f)=—iwx(r), he found

S 1(1 3(1—ikca)>‘1
N B K2

g(l 3(1—iksa)>" -1
3\ KCa? '

The above expression is the form given by Norris [see Eq.
(5) in Ref. 36]. In Eq. (A2), k,=(pw?/(2u'+\"))"? and k,
=(pw*/ u')"? are, respectively, the compressional and shear
complex wave numbers. The wave number k,=w/c +ia;
may also be written as a function of the shear wave speed
and shear wave attenuation constant, respectively,37

—-Z X v(1,y).

(A2)

2 + w
¢, = IRk} = \/ i+ o) — (A3)
Pl + Vit + a3
and
sz(V:Uq + o’y — )
a, =Tk} = . (A4)
2(ui + 0’u3)
Oestreicher’> commented that the number of constants

in the Lame moduli increases if time derivatives of order
greater than 1 are required to model the data. For harmonic
oscillations, the corresponding Lame moduli will have added
terms multiplied by increasing powers of —iw. Higher-order
time derivatives generate frequency dependent Lame moduli
that appear experimentally as dispersion, i.e., frequency de-
pendent wave speeds. It was shown experimentally24 that
gelatin is non-dispersive for compressional waves between 1

Orescanin et al.: Material property estimation



10*
—Z
-7
- +ZN
£10° 1
(&)
&
Z
[0]
 10°
S
@
(7]
[0]
o
1075

10 10 10° 10
Frequency [HZz]

FIG. 9. Mechanical resistance (real part of impedance) for an oscillating
sphere in 3% gelatin gel.

and 10 MHz with and without particle scatterers. Applying
Eq. (A3) and the values of u; and w, reported in Sec. III, it
can be seen that ¢, varies by less than 0.7% for clear gelatin
gels at shear-wave frequencies less than 50 Hz. Conse-
quently, it is reasonable to assume non-dispersive media for
our low-frequency experiments.

In incompressible viscoelastic gels, the bulk modulus
N+2u/3 becomes infinite while u remains finite.*® We mea-
sured c¢.=1506 m/s and w;=317 Pa for clear 3% gelatin gels
and adopt u,=0.1 Pas as Ilinskii ez al.®® Applying the ex-
pressions from the paragraph below Eq. (A2), we estimate
that ¢,=0.56 m/s and \;=2.25X10° Pa. Further, like
Oestreicher,” we assume N,=0. Consequently, k./k,<1,
and Eq. (A2) reduces to

6mau’ [@
9

7' = —(1- iksa)} (A5)

iw
provided the sphere remains bound to the gelatin.36 Expand-
ing Eq. (A5) using p'=u,—iwp,, we find

a?
VA =—67Ta{,u2(1 _ &2 ) + ﬂksa]
9 )

Ka?
—i67ra{%(1— 59 )—,u,zksa}.

Noting that w,/u; <1 and a=7.5X107* we neglect all
terms O(a®) and O(u,a?) to find

(A6)

k
il —iﬂ>. (A7)

7' =- 67Ta<,u2+ —
® ®

Finally, expanding k, as a function of ¢, and «, we can re-
write Eq. (A7) as

a
7"'=- 67Ta(,u2+ £ iﬂ(l + asa)>.
c ®

s

(A8)

Impedance, Z, and its approximations, Z' and Z", were
evaluated numerically using values for constants listed
above. The real parts are plotted in Fig. 9 and the imaginary
parts in Fig. 10. There is no significant difference among the
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FIG. 10. Mechanical reactance (imaginary part of impedance) for an oscil-
lating sphere in 3% gelatin gel.

three expressions provided w/27<<100 Hz, where we are
free to adopt Eq. (A8). The damping constant, R from Egq.
(4), corresponds to the real part of the mechanical imped-
ance, Z". Comparing R in Eq. (6) with JR{Z"} in Eq. (A8), we
find 7=, + wa/c,. Also, since v(f)=—iwx(t), comparing u
from Eq. (7) with J{Z"} in Eq. (A8) yields pu=pu,(1+aa)
= u, for our experimental conditions.
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Thermoacoustic mixture separation with an axial temperature
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The theory of thermoacoustic mixture separation is extended to include the effect of a nonzero axial
temperature gradient. The analysis yields a new term in the second-order mole flux that is
proportional to the temperature gradient and to the square of the volumetric velocity and is
independent of the phasing of the wave. Because of this new term, thermoacoustic separation stops
at a critical temperature gradient and changes direction above that gradient. For a traveling wave,
this gradient is somewhat higher than that predicted by a simple four-step model. An experiment
tests the theory for temperature gradients from O to 416 K/m in 50-50 He—Ar mixtures.

© 2009 Acoustical Society of America. [DOI: 10.1121/1.3097767]

PACS number(s): 43.35.Ud, 43.20.Myv, 43.35.Ty [RR]

I. INTRODUCTION

When sound propagates through a gas mixture confined
within a duct, the mixture partially separates, creating gradi-
ents in the concentrations of its components along the length
of the duct.™ This thermoacoustic separation is due to the
oscillating, combined effects of viscosity and thermal diffu-
sion, with appropriate phasing, in the acoustic boundary
layer. The thermoacoustic separation mechanism is similar to
that employed in a conventional thermal-diffusion column,’
except for three major differences. First, the radial tempera-
ture gradient and thermal diffusion are oscillating in the case
of thermoacoustic separation but are steady in the case of
conventional thermal diffusion. Second, the temperature ex-
cursions o7 in thermoacoustic separation, which are due to
the adiabatic compressions and rarefactions in the acoustic
wave, are small compared to the absolute mean temperature
of the gas; in thermal-diffusion columns, though, the tem-
perature difference 6T between the walls of the column is
generally comparable to the absolute mean temperature.
Third, the bulk gas motion that yields large mole-fraction
differences An> k6T (where ky is the thermal-diffusion ra-
tio) occurs due to acoustically driven, oscillating motion of
the gas in thermoacoustic separation, instead of being driven
steadily by natural convection as in a thermal-diffusion col-
umn, allowing thermoacoustic separation to work with any
orientation of the duct, in a coiled or folded duct, or even in
the absence of gravity.

Since thermoacoustic separation depends on thermal dif-
fusion, it is important to investigate the effect of an axial
temperature gradient. For example, if a separation duct is to
be operated at elevated temperatures, one would need to
know whether the entire duct must be subjected to high tem-
peratures or whether it is possible to have the feedstock inlet,
product outlets, or acoustic drivers reside outside the hot
region.

YAuthor to whom correspondence should be addressed. Electronic mail:
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In Secs. II-1V, we revisit the previous derivations'** of
thermoacoustic separation including now a finite temperature
gradient lengthwise along the duct. We show in Sec. II by a
simple model that there is a limiting temperature gradient at
which the separation process ceases. In Secs. III and IV, we
derive the mathematical details of the temperature gradient’s
effect on the separation. Then, in Sec. V, we describe an
experimental apparatus designed for testing the theory, and
we conclude in Sec. VI by showing data for separation in
50-50 He—Ar mixtures compared with the theory. The effect
of the nonzero axial temperature gradient is small, but not
negligible, for the conditions in these experiments.

Il. THE BUCKET-BRIGADE MODEL

As has been shown previously,lf4 the time-averaged
thermoacoustic mixture-separation flux occurs due to pro-
cesses in the acoustic boundary layer. To gain some intuitive
understanding of the process in the presence of an axially
imposed temperature gradient, we present an updated carica-
ture of the process in Fig. 1. This figure is similar to Fig. 1 of
Ref. 2, except that now the boundary carries a time-averaged
axial temperature gradient d7,,/dx, whereas it was spatially
isothermal in Ref. 2. The duct wall still has sufficiently large
specific heat and thermal conductivity with respect to the gas
that its temperature is considered to be fixed in time for any
location x along the duct.

When thermoacoustic separation occurs, the time-
averaged separation flux is carried by the gas parcels located
approximately one thermal penetration depth &, from the
boundary, because those parcels experience both thermal dif-
fusion and motion, with appropriate phasing. For such a par-
cel, the oscillating temperature amplitude is approximately
|T1 = |pl|/pmcp=(7_ 1)Tm|pl|/ YPm due to the apprOXimately
adiabatic compressions and rarefactions of the gas. In this
expression, |p;| is the pressure amplitude of the sound wave,
p, and p,, are the mean density and pressure of the gas, ¢, is
the isobaric specific heat, and 7 is the ratio of the isobaric
and isochoric specific heats. The resulting lateral thermal
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FIG. 1. Discrete time-step model of thermoacoustic separation in a binary
mixture, assuming standing-wave phasing and including the effect of a tem-
perature gradient along the duct. The three parcels of gas closest to the wall
are locked in place by viscosity, but they each have different mean tempera-
tures due to the thermal gradient along the duct. On the right-hand side of
the figure, far from the wall of the duct, one parcel of gas is shown at the
extrema of its motion. This parcel experiences no lateral temperature gradi-
ent during the motion, because it is outside the thermal boundary layer, as
depicted in the bottom portion of the figure. In the middle of the figure,
another parcel of gas is shown at the extrema of its motion near the edge of
the thermoviscous boundary layer. At the extremes of its motion, there is a
temperature gradient between this parcel and the parcels adjacent to the
wall, driving thermal diffusion between this parcel and those at the wall. If
dT,,/dx>0 for the phasing between motion and pressure considered here,
then the lateral thermal gradient, and therefore also the thermal diffusion
between the parcels, is lower than it would be for an isothermal boundary.

gradient is determined by this temperature amplitude, by the
parcel’s distance from the wall, and by the axial displace-
ment amplitude |x,| of the parcel:

dr,,
or Tl =[5

Py 5. (1)

Thermal diffusion will not take place between the moving
parcel and a parcel at the same x-location at the boundary
when there is no temperature difference between these par-
cels, i.e., when Eq. (1) is zero. Therefore, thermoacoustic
separation ceases when the axial thermal gradient is approxi-
mately
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dT, |74

y-1 |P1| w
1 - 9 (2)
npm |<I/t]>

where w is the angular frequency and |[(u;)|=wl|x,| is the
amplitude of the spatially averaged velocity. This is exactly
the condition defining the critical temperature gradient that
differentiates thermoacoustic engines and refrigerators.6 In
the simple model of Fig. 1, we are following the oscillating
flow of molecules instead of heat. However, since both of
these flows are driven by a lateral temperature gradient, the
axial gradient dT,,/dx at which both processes stop must be
the same. For higher gradients, thermoacoustic separation
will work in the opposite direction, e.g., typically causing a
time-averaged flux of the lighter component opposite to the
direction of acoustic power flow, analogous to the change in
direction of time-averaged enthalpy flow as a thermoacoustic
refrigerator is taken past its critical temperature gradient to
become an engine.

Similar to our previous calculation of the saturation gra-
dient in Ref. 2, we define (dT,,/dx).; exactly as in Eq. (2),
and we define

dx crit_ |X1| - Y

dT,/dx

= 3
(dTm/dx) crit ( )

T

as a dimensionless measure of the temperature gradients in
what follows. Although in general this real number could
have any magnitude, in our experiments —1 <I';<<1.

lll. DEVELOPMENT OF THE FIRST-ORDER
EQUATIONS

To calculate the effect of an axial temperature gradient,
we follow the notation and approach of Swift and Spoorl by
expanding the thermoacoustic variables to first order in the
time dependence

P =D+ Rlpi(x)e' ], (4)
u=R[u(x,r)e' ], (5)
T=T,(x)+R[T,(x,r)e], (6)
p.c,s: similar to T, (7)

where x is the axial coordinate along the duct, s is the en-
tropy per unit mass, ¢ is the mass fraction (i the heavier
component, R[] denotes the real part, and 1=+-1. The mean
temperature 7,, was independent of x in Ref. 1.

The diffusive mass-flux density vector is given by Lan-
dau and Lifshitz’ as

k/
iz—pD12|:VC+?TVT:|, (8)

where Dy, is the mutual diffusion coefficient and k7 is the
mass-scaled thermal-diffusion ratio. The convection and dif-
fusion of the mass fraction ¢ is then
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dc . kq
p<5+u.VC‘>=—V~l=V'|:le2(VC+?TVT):|.
)

Inserting the expansions of Egs. (4)—(7) and keeping only the
first-order oscillating quantities, one might consider new
terms containing spatial derivatives of 7, or p,, that are non-
zero due to the gradients in temperature and concentration,
such as —p,D,k;(1/T,,dT,,/dx)*. Those new terms can be
neglected because they are of order (8./\)?> smaller than
other terms, where A is the wavelength, leaving

de,, & K},
C1+ﬂ& |:V2 1+_V2T1:|, (10)
wdx 2

where 6p=V2D |,/ w is the mass diffusion length, which is
unchanged from Eq. (18) of Ref. 2. Although the temperature
gradient is nonzero, it does not affect the convection and
diffusion in the mixture through this first-order equation.
(Nevertheless, the gradient dT,,/dx does influence mass flow
at zeroth order through the steady thermal diffusion in the x
direction; this will be seen in the expression for the total
separation flux in Sec. IV.)

The oscillating heat transfer in the mixture is given by
Eq. (20) of Ref. 1:

ds %)
mem(zwsl + ul—m) = kaTl - k}(—g>
dx ac/,r

Jd
—Tm(—g> ]v iy, (11)
oT P

where k is the thermal conductivity and g is the Gibbs free
energy per unit mass of the mixture, and the divergence of
the first-order oscillating mass flux is

dc
m 1 2
o (12)

Vi =—1wp,ci = puu

from the left-hand side of Eq. (9). The entropy terms are
replaced using the differential identity

g i
ds=£7f'-dT—<a—§> de = ~—dp (13)
p.C P

from Eq. (22) of Ref. 1. In the case of ds,,/dx, though, we
now must keep both the d7,,/dx and dc,,/dx contributions,
while the dp,,/dx part remains zero since there is no mean
pressure gradient along the duct. Using Eq. (13) to replace
ds,,/dx and s, in Eq. (11), and using

(14)

&=

(k'TV(a_g) -1k

Tme dc p.T Y nH(l _nH)
as originally defined by Ref. 1 and in which ny is the mole
fraction of the heavier component and k; is the thermal-

diffusion ratio, we find
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P 8Tm 62
=—+ ——¢

!

PmCp kg 21

after some cancellations. There is only one new term, featur-
ing dT,/dx, and it is in phase with the concentration-
gradient term previously derived.”

Solving Eq. (15) for ¢;, we substitute the result in Eq.
(10) to find

588
T, ——+—[62+52(1+s)]V3T1+ “<DyiT,
mCp 4
dT & (eT, dc, dT,\ 1
__mﬂ__D(S_,mﬂ__m>_Vzul (16)
dx 1w ky dx dx

Making use of the general expression for the velocity in the
duct,

(uy)
1 _fV

(1-h,), (17)

U=

where £, is a function describing the shape of the velocity
profile across the duct and f,=(h,) is the average of this
function over the cross section, we can rewrite Eq. (16) as

pi {w) 1 dT,
T ==
PCp w 1-f, d

5252 () 1 dTmh

[52 + 65(1 +&)]V2T,

V4T1 )
1w 1-f, dx
ﬁ(id_di><> e s
2\ ky dx dx ) 1w 1-f,

a result which is not limited to a particular duct geometry if
Vf is taken to be the two-dimensional Laplacian operator in
the plane perpendicular to x. This equation is the same as
that derived in Ref. 2, except that two new terms appear in
the inhomogeneous part that are proportional to d7,,/dx. One
of these terms is proportional to the velocity u;, and the other
is proportional to VZu,.

This fourth-order differential equation is to be solved for
the same boundary conditions as in the previous work. Al-
though the boundary is no longer spatially isothermal, we
still assume that its specific heat and thermal conductivity are
much larger than that of the gas, so that the boundary at any
position x is temporally isothermal. In this case, the ampli-
tude 7,=0 at the solid wall, just as it was in the case of the
isothermal boundary. The other boundary conditions are that
T, remains finite everywhere in the duct, and that the diffu-
sive flux into the solid wall is zero:

. kr
lr|wall & Vrcl + _VrTl =0. (19)
Tm wall

Using Egs. (15) and (17), this zero-flux boundary condition
becomes
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5 T,d
(1 + S)VrTl - _KVETI + S_Imﬂ
21 ky dx
1
m) <I/£1> Vrh,, =0. (20)
T d w 1-f, wall

In order to calculate the derivatives needed for solving
the differential equation, we now have to specify the geom-
etry of the duct. For direct comparison with Ref. 2, it is
useful to consider the boundary-layer limit, for which

and f,,=%}, (21)

hvz e—(l+t)y/§y
where 7, is the hydraulic radius,® 0,=\2ul wp,, is the vis-
cous penetration depth, and w is the dynamic viscosity. Be-
cause it is of more practical interest, though, we also solve
the problem for the case of a circular tube of arbitrary radius
R. In that case,

_ Sl =1)r/6,]
"7 Jl- DR/,

2,[(=1)RIS,]

fo= J[(= DRISJ( = RIS, (22)

where the J; are the usual cylindrical Bessel functions. Cal-
culations based on the Bessel-function solution will be com-
pared with experimental data in Sec. VI.

One may show by substitution that the solution of Eq.
(18) is of the form

1 dT,
T1: P1 [1 PmC <L£1> “Im hV_ChKD
pmcp P 1w I- fV dx
1 dT,
-(1—me Pucplu) L dly C)hDK, (23)
p o 1-f, dx

where the coefficient of the last term was determined by the
boundary condition T |,,,=0, and the ; are defined as in Eq.
(21) or Eq. (22) but with different length scales &; defined
below. In the previous solution® without a temperature gra-
dient, the r- or y-independent part of 7| was simply the os-
cillating temperature due to the adiabatic pressure oscilla-
tions of the gas in the sound wave. Here, we have an
additional term due to the motion of gas along the tempera-
ture gradient. Since (u;)/1w~(x;), the amplitude of the mo-
tion, this term modifies the temperature excursion 7 to in-
clude the fact that the gas instantaneously in the particular
control volume at location x (in the Eulerian sense) came
from a mean position of higher or lower mean temperature.
Depending on the relative phasing of p; and u,, this extra
term may either raise or lower the amplitude of oscillating
temperature at a given point along the duct.

Since the homogenous part of Eq. (18) is unchanged
from Ref. 1, the current solution contains the same length
scales

Ep=381+(1+e)/L+\[1+(1+8)/LP-4/L], (24)
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& =281+ (1 +e)/L—\[1+(1+e)/LP-4/L], (25)

with L=(48,/ 5D)2=k/pmch12, appearing in h,, and hp, due
to the diffusion of heat and of mass for either the boundary-
layer limit or a cylindrical duct; the functional forms of 4,
and hp, are the same as those of h,, either exponential or
Bessel depending on the geometry. In the boundary-layer
limit, the &’s must be positive in order to satisfy the bound-
ary condition that the solution remains finite as y— . For a
cylindrical duct, the condition that the solution is finite at the
center eliminates the Y, Bessel-function solutions. In that
case, we can conveniently choose the &’s to be positive be-
cause J; is an even function of r.

Substitution of Eq. (23) in Eq. (18) and matching of 4,
terms gives

PuCp y) 1 o
py 1w l-f,(1-0)(1-0L)-co
eT,, dc

dT
X|(oL-1)—""+—"—" (26)
dx ky dx

B=-

for arbitrary duct geometry, and with the Prandtl number o
=(6,/ 5,)*= pc,/k. For comparison with Eq. (33) of Ref. 2,
this can be recast as

1e7? o

T1-f,(1-a)(1-0L)-ea

[(cL-1)I'p+el,], 27)

where 6 is the phase by which p; leads (u;) and T', is the
same as in Ref. 2,

dc,,/dx dnyldx
I.= = . (28)
(de/dx) sat (dnH/dx) sat
where

dc,, -1,
(L) =Y kTm —— (29)
dx sat Y Pm |<ul>|

d -1
(ﬁ’> =Y kTm @ (30)
dx /o Y Pm

and I'; is given by Egs. (2) and (3). For a parcel of gas
executing standing-wave motion in a critical gradient of the
correct sign with respect to the relative phasing of p; and u,,
the temperature of the gas would be approximately constant
in time, ignoring the effect of viscosity on the velocity pro-
file.

Finally, the coefficient C is obtained by substitution into
the zero-flux boundary condition. For any duct geometry,

Sl
v Dk 5%)’(
5 1e™'?
+fDK<52_K_])+WFT|:fV+fDK< 2 _1):|
Dk v K

5, 5,
! fox 52——1 ) 52——1 . (31)
Dk kD

This result can be made more compact for the boundary-
layer limit as
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When dT,,/dx=0, this reverts directly to C as written in Eq.
(35) of Ref. 2. When the concentration gradient is also set to
zero, this expression clearly also reverts to the version of C
found in the earlier article, Ref. 1.

Substituting 7, into Eq. (15), we now obtain the oscil-
lating concentration

k; 1 5
o= 2L L (1——)Bhv+( )ChKD
pmcp ETm g 5?<D

+(1 7] dx -B-C 1—512)K hp.

pmcg <M1> %
pi 1o(l=f,) dx "

oy {)  eTydony 4 (33)
p1 wo(1—-f,) k. dx

including the effect of a temperature gradient along the duct.
This expression is correct for either the boundary-layer limit
or the finite cylindrical tube, because Eq. (15) contains only
even derivatives of T}.

IV. THE SEPARATION FLUX TO SECOND ORDER

From Eq. (8) expressed in heavy mole fraction ny in-
stead of concentration c, the zeroth-order diffusive mole flux
of the heavy component is

. dn kr dT,,
Ny, =—NAD12(—H+ L ) (34)
dx T, dx
where A is the cross section of the duct and N is the molar
density of the mixture. In the absence of bulk steady flow,
the total mole flux of the heavy component through second
order, including the effect of the axial temperature gradient,
is then
Nyy= Ny + Ny = NAD (d”” & dT’")
= + — + ——
H=NpgmtNgp= 2\ T, dx
6;( 7_
.S
4r, Y Rumva

+ Fstand sin 6+ FVch + FVTFT], (35)

|p1||U |[Ftrav cos 6

where R,;, is the universal gas constant, U, is the oscillating
volumetric velocity, F,, and Fg,,q were first introduced in
Ref. 1, and Fy, is just Fg,q from Ref. 2. Using the results of
Sec. III, we can calculate the time-averaged second-order
mole flux of the heavy component from

. avg pm
NH2= 9{{<Clul>} (36)
mymy,

where tilde denotes the complex conjugate, my and m; are
the heavy and light molar masses, respectively, and m,,,
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=nymy+(1—ny)m; is the average molar mass. Because u,
depends only on the momentum equation, all new
dT,,/ dx-dependent terms enter the mole flux linearly through
c;. Writing out all the terms explicitly,

ELnom(e,m)}

L kjle U, [o-1 =
- 2Cmem l_fv|: < o >B<hv(l hy)>
& - 5
- (1 - 5,2(D)C<hKD(l _hv)>_ (1 - g)

pm <u1> dTm ) 7
x(l by rall =gy ax 27 C)odl =)

_Puepy ) AT, &
D o= r) dx 1= R

T, d
et RN § SRED)
p1 w(l—-f,) ky dx

The last term in brackets, times p,U,/(1-f,), is purely
imaginary so that it evaluates to zero in the 2R{} and can be
ignored. If dT,,/dx—0, then this expression reduces to Eq.
(48) of Ref. 2. Since those contributions to the mole flux are
already known, we can simplify the algebra by subtracting
them from Eq. (37) in order to derive the contribution to the
mole flux due to the temperature gradient alone. However,
when dT,,/dx# 0, the definitions of B and C given here by
Egs. (27) and (31) contain dT,,/dx-dependent terms, so that
one must take care in subtracting Eq. (48) of Ref. 2 from Eq.
(37) above.
The flux can be evaluated making use of the identity

- & -
<hi(1 _hj)>= 62_;52(fi_fj), (38)
i J

which holds true for any channel geometry.9 If one considers
only terms containing d7,,/dx, then one obtains from the
portion in brackets above, after considerable work,

R 1 o
SN =fJ*(1-0)(1-0L)-0e

fv %K 5/2< 612<D 512<
J{ <5%)K 52ka 5’2<D 52fKD

14

Fyr=

(1 + U)LQfV ) 1-oL- aaG}, (39)
o
where R is the radius of the circular duct, and
S . e o)
- 5%)’( - fDK_ 5’2<D - fKD’
6/2< - 521(
0= 5%( ) (41)
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M=(1+0)(1+0L)+eo, (42)
_aLQ L fao o
o= SMf“DfDK+S<1+52/5§)K 1+52/5£D)' (43)

For parallel-plate geometry, use the hyperbolic-tangent
expressions6 instead of the Bessel expressions for f;.

In the boundary-layer limit, f;=(1-1)8;/2r;, so the re-
sult for Fy; reduces to just

Ot Opk
S

—Fyr=

The various F parameters are plotted in Fig. 2(a) as a
function of Ar mole fraction in a He—Ar mixture in the
boundary-layer limit. Evidently Fyy is a fairly small con-
tributor to the time-averaged mole flux for |I';|<1. Figure
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FIG. 2. (a) Comparison of Fy; to previously defined F’s, for He—Ar in the
boundary-layer limit. (b) The calculated mole-fraction gradient at which
thermoacoustic mixture separation saturates (i.e., Ny=0) versus oscillating
pressure amplitude for various values of the temperature gradient along a
duct similar to those used in the experiments. These curves are calculated
for 80 kPa 50-50 He—Ar mixtures in a 3.3 mm diameter tube at a frequency
of 200 Hz. The calculation assumes traveling-wave phasing and a mean
temperature of 300 K, and it uses the functional forms for a finite-diameter
circular tube.
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2(b) shows the expected effect of this small contribution in
our experiment’s finite-diameter circular tube, for values of
temperature gradient corresponding to —-0.8<I';<<0.8,
which is the range covered by our experiments.

V. EXPERIMENTAL APPARATUS

The apparatus used to study the behavior of thermoa-
coustic mixture separation with an axial temperature gradient
is a modified version of the apparatus used in the experi-
ments on separation of neon isotopes3 and on separation with
continuous flow* of feedstock and products. Its geometry is
shown in Fig. 3. In the current arrangement, the separation
duct is a single 0.965 m length of stainless-steel tubing and
fittings, with an inner diameter of 3.33 mm. The tubing was
cut at three locations and joined back together by soldering
into custom copper unions. These unions include side taps
for attachment of microcapillaries carrying a small flux of
the sample gas to a residual gas analyzer10 (RGA) for con-
centration analysis. The unions also have side taps for con-
nection to pressure transducers, which were used to verify
the acoustic field in the duct. Small holes were drilled in the
copper unions and thermocouple transducers were inserted to
measure the local temperatures along the duct.

At the middle of the duct—its hottest point—it was nec-
essary to thermally isolate the pressure transducer from the
duct for two reasons. First, operating a transducer at elevated
temperatures would have required calibration to evaluate its
internal temperature compensation. Second, the temperature
in the middle of the duct would often exceed the maximum
operating temperature of the available transducer."" There-
fore, this transducer was instead screwed into a small brass
chamber with low dead volume, which was connected to the
duct through 6 cm of stainless-steel capillary of 0.5 mm in-
ner diameter. The brass chamber was water-cooled to main-
tain a temperature of about 300 K on the transducer. Calcu-
lations showed that this capillary and chamber did not
significantly attenuate p; at the transducer.

The high operating temperatures in the middle of the
duct also required that the microcapillaries to the RGA used
to measure the He and Ar mole fractions be designed to
withstand temperatures up to 575 K. The 5 cm lengths of
glass microcapillary, with internal diameter 10 um, were ep-
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FIG. 3. The mixture-separation apparatus consists of a 3.3 mm diameter,
0.965 m long stainless steel tube, with hermetically sealed acoustic drivers
at both ends. The connections to these drivers have ports for measuring the
oscillating pressure and for withdrawing the mixture to a RGA, such that the
length of the duct across which measurements are made is 0.975 m, slightly
longer than the steel tube. The steel tube is sandwiched between two copper
bars through which a circular groove was machined. This copper clamshell
establishes the nearly linear thermal gradient along the duct, and it is held in
place by the copper heatsinks at either end and by a copper clamp in the
middle around which the heater is wound. The entire length of the copper
clamshell is surrounded by fiberglass insulation (not shown) in order to
minimize heat leaks to the surrounding room.

oxied into stainless-steel capillaries using a high-temperature
epoxy.12 These assemblies are attached to the copper unions
using Swagelok connectors.

The duct, including the three copper unions, is enclosed
in a clamshell formed from two 0.94 m long bars of 1 cm X
1 cm square copper. This clamshell serves as a thermal con-
ductor to enforce a nearly linear temperature gradient along
the duct. A ball-end mill was used to cut a groove lengthwise
along one side of each bar to accommodate the circular duct.
This clamshell was clamped onto the duct with water-cooled
heat sinks at each end. The heat sinks cool the ends of the
tube approximately to room temperature where they enter the
acoustic drivers. Another copper clamp holds the clamshell
together at the midpoint of the duct, and a heater tape is
wound around this clamp. Heat is thus applied at the mid-
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point of the duct, so that the copper clamshell generates
equal temperature gradients from the center to both ends of
the tube, so we can study gradients both along and opposing
the traveling wave at the same time in a single experiment.

Each end of the duct is connected to an acoustic driver
composed of a hermetically sealed bellows attached to the
dome of an electromagnetic speaker. The volume in each
bellows is much larger than that of the separation tube itself.
The duct is oriented vertically, and the gas mixture sample is
introduced through a plug valve near the lower acoustic
driver. Pressure transducers screwed directly into the duct
near the drivers are used to set the drive voltages of the two
speakers in order to achieve the desired pressure amplitudes
and relative phases at the ends of the duct. The duct-end
conditions on the oscillating pressure are chosen to give a
traveling wave with a desired amplitude at the midpoint of
the duct. These duct-end pressures are calculated numerically
for a desired wave using DeltaEC."

VI. RESULTS

Separation experiments were performed, starting from a
spectroscopically verified 50-50 He—Ar mixture, for nine
values of the temperature gradient—0, =116, =216, *316,
and *416 K/m—corresponding to five mid-duct tempera-
tures. For each value of the gradient, experiments were per-
formed with traveling waves in the duct with nominal values
for the oscillating pressure |p;| of about 1.0, 1.5, and 3.0 kPa
at the midpoint of the duct. Before each experimental run,
the temperature profile was established, the residual gas in
the apparatus was pumped away to a pressure below 50 um
Hg, and the duct was filled with a fresh gas mixture to a
pressure of 80 kPa, which is slightly above the typical atmo-
spheric pressure in Los Alamos. When the duct’s fill valve
was left open too long, thermal diffusion between the duct
and the fill manifold was observed to alter the mean concen-
trations in the duct over several minutes. This would result in
the average concentration of the charge of gas in the duct not
being 50-50 after the valve was closed. To minimize this
effect, we first filled the filling manifold alone to a pressure
calculated such that when the valve to the duct was momen-
tarily opened, the duct would reach the desired equilibrium
pressure given the applied thermal gradient. Then the final
fill valve was opened just until the panel pressure stopped
changing, which took less than 5 s.

After introducing the mixture, the acoustic wave was
applied and the sample was allowed to separate for 1-3 h,
depending on how long the concentrations were observed to
change at the ends of the duct, which in turn depended on the
amplitude of the wave and the temperature gradients along
the duct. The mole fractions of He and Ar were then mea-
sured with the RGA for each of the five microcapillaries
along the duct. The partial pressure of nitrogen was also
recorded as a diagnostic for detecting leaks of air into the
duct.

As noted in Ref. 4, the RGA is much more sensitive to
argon than to helium, and the RGA-pumping system re-
sponds nonlinearly to the flow rate of the sample gas. In our
experiments, the relative sensitivity of the RGA system to
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FIG. 4. Thermal diffusion for several applied gradients without acoustic
excitation. Symbols are measurements and lines are calculations. At the ends
of the duct, the temperature was held at 290 K by a recirculating chiller.

helium versus argon is a function both of the flow rate of the
gas through a microcapillary and of the true ratio of the
concentrations of the gas mixture being sampled. For the
present work, all five microcapillaries have very similar flow
impedances so a single calibration might be expected to
work for them all. However, the wide range of temperatures
required by the experiment cause different flow rates through
different microcapillaries, and therefore different relative
sensitivities, in a single experiment. To account for this via
calibration, the ratio of component partial pressures pp(Ar)/
pp(He) reported by the RGA as gas flowed through a single,
typical microcapillary was recorded with no sound wave and
no temperature gradients, for different mixtures of He—Ar
from 70-30 to 30-70 at 80 kPa and for mean pressures from
0 to 87 kPa in the 50-50 mixture. The relative sensitivity
depended weakly, if at all, on argon concentration at fixed
pressure, observed differences being less than the 0.01-0.02
accuracy of the measurement for the range of concentrations
(0.38=n;=0.62) used in our separation experiments. How-
ever, the relative sensitivity varied by as much as 0.07 over
the range of RGA partial pressures seen in our separation
experiments. The relative sensitivity was nonlinear in the
argon partial pressure, and at any given pressure it varied
from day to day. To account for these problems, we used a fit
to the calibration data to scale the relative sensitivity for each
microcapillary based on the argon partial pressure measured
there, and we forced a weighted average of the mole frac-
tions (weighted by the volume distribution in the entire ap-
paratus) to be exactly 0.5. This procedure reduced the uncer-
tainty in the mole-fraction results to about 0.01, as confirmed
in Fig. 4 for thermal diffusion without a sound wave. The
thermal-diffusion ratio for He—Ar mixtures is well known,'*
so the calculated curves in Fig. 4 are a standard against
which the data can be confidently compared.

When the ends of the tube are closed and the separation

is allowed to run until it saturates, then N, =0 and the con-
centration gradient calculated from Eq. (35) is
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FIG. 5. Concentration versus position for a traveling wave propagating in
the —x direction with pressure amplitude |p;|=1.5 kPa at the midpoint and a
temperature gradient of =416 K/m on either side of the midpoint. The solid
triangles are measurements of helium mole fraction n; at the five microcap-
illaries along the duct. The solid curve is a calculation (Ref. 13) using Eq.
(45) and the dotted curve is a corresponding calculation using the theory of
Ref. 2, which omits the d7,,/ dx term in Eq. (45). The curves were calculated
using as boundary conditions the values of acoustic pressure p; at each end
of the duct and the requirement that the total helium concentration integrated
over the apparatus was 0.5, because the fill valve was closed at the begin-
ning of each experiment. Comparing the data and models in this way high-
lights the small differences in slope arising from the term with Fyy.
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+ Fang Sin 6)
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The change in the concentration gradient at saturation due to
dT,,/dx # 0 therefore depends on the amplitude of the sound
wave in the duct:

ﬁ ‘<u1>|2

2 Rl G (46)
dx /g B Jal? T, dx )
sat 1= 4r, lezF c "

The temperature gradient has the largest absolute effect when
|(u;)|=0, because there is no thermoacoustic separation in
that case but ordinary thermal diffusion still produces a con-
centration gradient. In that case, the dimensionless ratio in
Eq. (46) is 1. As [(u;)| — o, the acoustics dominates and the
dimensionless ratio approaches Fyy/ Fy,, which for a 50-50
He—Ar mixture is approximately 1/3, as shown in Fig. 2. For
a 1.5-kPa traveling wave in our duct, the dimensionless ratio
in Eq. (46) is about midway between these two extremes, so
the thermoacoustic consequence of nonzero dT7,,/dx is com-
parable with that of ordinary thermal diffusion. Figure 5
shows experimental data and calculations for this case.

For extensive comparison with the theory, separations
were performed over a range of temperature gradients span-
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FIG. 6. A representation of all data and corresponding calculations, over the
ranges 0=|p,|=3.0 kPa and 0=|dT,,/dx| <416 K/m. The filled symbols
are data for the finite-difference gradient in helium concentration versus the
finite-difference gradient in temperature. The differences are from the ends
of the duct to the middle, ignoring the measurements at the intermediate
microcapillaries numbered 2 and 4. The curves are corresponding calcula-
tions, matched to the actual pressure amplitude of each measured point.

ning 0—416 K/m and over a range of oscillating pressure
amplitudes |p,| from 0 to 3 kPa. The results are summarized
in Fig. 6. This plot shows the gradients in concentration n;
versus gradients in temperature calculated between the
middle of the duct, which was usually heated, and the end
points of the duct, which were held at room temperature. In
this way, each experiment at a different midpoint tempera-
ture or amplitude |p,| contributes two points to the graph.
These points can be compared against the curves calculated
using Egs. (34)—(43) as implemented in DeltaEC," for the
experimentally measured temperatures and the pressure am-
plitudes recorded for each run. In general, the data roughly
match the calculated curves.

An uncertainty of 0.01 in the measurements of n; can
result in an error of as much as 0.02/(0.5 m)=0.04 m~' in
An; /Ax. However, the highest-amplitude data show devia-
tion from calculated values a little higher than this for
AT/Ax>0, possibly due to turbulence. The Reynolds num-
ber of the oscillating flow is as high as 1600 at the high-
amplitude end of the separation tube (the AT/Ax>0 end)
based on |U,| and tube diameter. This is near the expected
transition to turbulence for oscillating flow'” in a tube with a
diameter of the order of 1068,. The fact that the 3 kPa,
AT/Ax>0 data here deviate from calculations more than do
the 3 kPa, AT/Ax=0 data here and the 3 kPa, AT/Ax=0 data
of Ref. 4 suggests that nonzero axial temperature gradients
may affect the transition to turbulence.

Finally, evaluating Eq. (2) for the conditions of this ex-
periment gives (d7,,/dx).;;=500 K/m, only slightly above
the experiment’s highest gradients, 416 K/m. Thus, at tem-
perature gradients near critical, we might have expected the
acoustic separation to differ very little from the zero-
acoustics separation for which axial thermal diffusion alone
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is responsible. The resolution of this paradox becomes appar-
ent by setting Ny=0 and dny/dx=(k;/T,)dT,/dx in Eq.
(35) and solving for dT,,/dx, obtaining

& 7_1 |p1| w Ftravcos 0+FstandSin0

dx - Y " Pm |<M1>| FVC_FVT

the actual temperature gradient for which the presence of the
sound wave does not change dny/dx. Equation (47) differs
from Eq. (2) by a factor depending on the four F’s. For a
standing wave in 50-50 He—Ar in the boundary-layer limit,
Eq. (47) is nearly equal to Eq. (2), because Fg,q=Fy,
—Fy7. But for a traveling wave in 50-50 He-Ar in the
boundary-layer limit, Eq. (47) is 1500 K/m, about three
times the value given by Eq. (2). This is the gradient at
which all four sets of data in Fig. 6 would approach one
another.

We retain Eq. (2) as the formal definition of (dT,,/ dx).
because it is simple, independent of tube size, and indepen-
dent of the transport properties of the gas.
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This research investigates the influence of partial reflection on the measurement of the absolute
ultrasonic attenuation coefficient using contact transducers. The partial, frequency-dependent
reflection arises from the thin fluid-layer interface formed between the transducer and specimen
surface. It is experimentally shown that neglecting this reflection effect leads to a significant
overestimation in the measured attenuation coefficient. A systematic measurement procedure is
proposed that simultaneously obtains the ultrasonic signals needed to calculate both the reflection
coefficient of the interface and the attenuation coefficient, without disturbing the existing coupling
conditions. The true attenuation coefficient includes a correction based on the measured reflection
coefficient—this is called the reflection correction. It is shown that including the reflection
correction also reduces the variation (random error) in the measured attenuation coefficient. The
accuracy of the proposed method is demonstrated for a material with a known attenuation
coefficient. The proposed method is then used to measure the high attenuation coefficient of a

cement-based material. © 2009 Acoustical Society of America. [DOI: 10.1121/1.3106125]

PACS number(s): 43.35.Yb, 43.20.Ye [YHB]

I. INTRODUCTION

Together with the wave speeds and the acoustic nonlin-
earity parameter, the attenuation coefficient is one of the fun-
damental acoustic parameters of a material. This macro-
scopic parameter contains information on a material’s
microstructure such as grain structure, dislocations, meso-
scale inhomogeneity, etc., and thus can often be related to the
damage that evolves from the microstructural changes during
fatigue, creep, and other damage proc:esses.k3 For this rea-
son, an accurate measurement of the ultrasonic attenuation
coefficient of a solid material is important.

A number of different techniques have been proposed
based on different measurement principles. Hartmann and
Jarzynski4 developed an immersion technique in which both
the sample and the transducers are immersed in a bath filled
with water or other liquid that is used as the couplant. This
technique has the advantage that the coupling between the
sample and transducers is perfect and an exact acoustic re-
flection at the water-sample interface can be calculated. Tok-
soz et al.” and Sears and Bonner® used a reference-based
method. A material sample that has a known or very low
attenuation is taken as a reference sample. Two transducers
are attached to both sides of a sample to measure the first
transmitted signal. Frequency spectra of the transmitted sig-
nals from the reference and current samples are compared to

YAuthor to whom correspondence should be addressed. Electronic mail:
k290 @mail.gatech.edu
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obtain the attenuation of the current sample. This technique
is simple but the conditions at the interfaces between the
sample and transducers cannot be explicitly considered.
When the sample is thin such that its thickness is equivalent
to only a few wavelengths of ultrasound, pulses from the
sample are not separate in the time domain. In this case, the
so-called buffer-rod technique proposed by Papadakis7 can
be used. A buffer-rod that is much thicker than the sample is
bonded to one of the sample’s surfaces. The first echo signal
from the sample buffer-rod interface and two following sig-
nals (once and twice reflected in the sample thickness) are
compared to obtain the attenuation coefficient. In this tech-
nique, one needs to know an exact value of the transmission
or reflection coefficient at the sample buffer-rod interface
and the bond thickness. Papadakis7 analyzed influences of
the bond between the sample and the buffer-rod on the at-
tenuation measurement. However, this analysis uses an a pri-
ori knowledge on the elastic properties and thickness of the
bond. In practice, it is almost impossible to predict these
parameters precisely. This technique has been further devel-
oped by Kushibiki er al.® for determining the attenuation in a
very high frequency range. Redwood and Lamb”'® and
McSkimin'' used guided waves for measuring the attenua-
tion in a cylindrical rod sample. The sample boundary con-
fines the acoustic energy along the acoustic wave path, which
leads to a need for a different correction for losses due to
mode conversion upon multiple reflections from the side
wall. As pointed out by Truell et al.,'* the determination of
the losses caused by the mode conversion is difficult and

© 2009 Acoustical Society of America



depends on sample geometry and elastic properties, and the
error also depends on the value of attenuation that is being
measured. A more elaborated method is the pulse interfer-
ence technique13 that was modified from McSkimin’s pulse
overlap technique14 for measuring wave speed. Among oth-
ers, this paper considers, in particular, a contact measurement
technique that uses a short pulse signal.

Ultrasonic attenuation measurement techniques using
contact transducers'” that are coupled to a material sample
with a coupling agent (liquid or a solid-state bond) are
widely employed in the laboratory and field. These tech-
niques have the advantage that they can be applied in situa-
tions where a high amount of incident wave energy is re-
quired, or where the nature of the material or measurement
setup does not allow for the immersion of the specimens into
water. A disadvantage may be that the coupling condition
between the transducer and the sample is not completely re-
producible, which significantly influences the measured at-
tenuation coefficient, and can potentially produce a large ran-
dom and/or bias error in the measurement results. In contact
attenuation measurement techniques, two time-domain ultra-
sonic pulse signals are experimentally obtained, and the ratio
of their spectra is taken to obtain the attenuation spectrum.
The influences of transducer-sample contact conditions in
these two experimentally measured time-domain signals are
assumed to be common and cancel out when calculating the
ratio of their spectra. As will be shown in Sec. IV, the effects
of the contact conditions are not completely removed, and
must be quantitatively accounted for. While contact measure-
ment techniques are widely used, and it is well recognized
that the interfacial condition can significantly influence the
ultrasonic measurement results, a systematic way to remove
or reduce this influence in the attenuation measurement has
not previously been presented.

In this paper, the effects of partial reflection from the
interface between the specimen and the transducer surfaces
are experimentally evaluated and compared with the well-
known beam diffraction effect'®!” to show the importance of
this effect. A systematic procedure is developed in which the
reflection coefficient of the interfaces is measured in-situ
during the attenuation measurement without disturbing the
current coupling condition. This measured reflection coeffi-
cient is used to develop a reflection correction to the attenu-
ation coefficient. It is shown that the reflection correction can
significantly reduce the experimental scatter in the measured
attenuation coefficient. The accuracy and robustness of the
proposed method are demonstrated by making measurements
on a well-known material, polymethyl methacrylate
(PMMA). Finally, the proposed method is used to measure
the longitudinal wave attenuation coefficient of a cement
paste sample.

Il. ATTENUATION MEASUREMENT USING CONTACT
TRANSDUCERS

In order to measure the ultrasonic attenuation coefficient
of a material, the spectral amplitudes of two ultrasonic pulse
signals that have propagated different distances are com-
pared; Fig. 1 shows two experimental setups using contact
transducers that are frequently employed to measure attenu-
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FIG. 1. (Color online) Attenuation measurement setups using contact trans-
ducers. (a) Through transmission technique and (b) double echo technique.

ation. The first setup, called a through transmission tech-
nique, uses two ultrasonic transducers, one as a transmitter
and the other as a receiver, that are acoustically coupled to
both sides of the sample [Fig. 1(a)] with a thin liquid layer of
couplant. Sufficient clamping force should be applied to the
transducers to secure good contact with the sample surface.
The first (S;) and second (S,) through-transmitted signals are
measured by the receiving transducer and used to calculate
the attenuation coefficient. These signals travel one (z) and
three (3z) times the sample thickness. The second setup,
called a double echo technique, uses a single transducer that
is acoustically coupled to one side of the sample with a thin
layer of liquid couplant [Fig. 1(b)]. This transducer transmits
an ultrasonic pulse into the sample, and also receives the
echoes that are reflected from the other side of the sample,
which is left stress-free. Usually, the first (S;) and second
(S,) reflected signals, which travel twice (2z) and four (4z)
times the sample thickness, are used to calculate the attenu-
ation coefficient. The through transmission technique re-
quires the signal to travel a relatively shorter distance (three
times the sample thickness) than the double echo technique
(four times the sample thickness). Therefore, when the at-
tenuation is high and/or the sample is thick, the through
transmission technique is likely to have better signal-to-
noise-ratio than the double echo technique.

Two surfaces of the sample are carefully polished such
that they are smooth and perfectly parallel. In general, to
predict the reflection coefficient of an interface between two
solid materials, one should know accurately the thickness
and acoustic properties of the interface, which, however, can
only be obtained from a precision measurement.'*!' For con-
venience, the boundary condition of the interface between
the ultrasonic transducer and the sample surface is usually
assumed to be that of the liquid (couplant)-solid material
interface or approximately “—1” neglecting any loss at the
interface. The latter approximation implies that most of the
ultrasonic energy reflects at the interface (a near total reflec-
tion) and the transducer detects very small energy leaked on
the surface. Intuitively, the reflection from this interface will
involve two effects: partial reflection from the thin liquid
layer between two solids'®!"” and diffraction from the finite-
size aperture of a reflector (transducer). This means that the
reflection coefficient will be frequency-dependent, and its
magnitude will be less than unity. Therefore, whenever a
contact type transducer is used to measure the attenuation
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coefficient and other acoustic parameters, the effects of par-
tial reflection from the transducer-material interface should
be taken into account.

Neglecting losses at the interfaces under the assumption
of a near total reflection, the attenuation coefficient in either
the through transmission or the double echo setup is

(f)"zz[l (Sz(f) " Dan /) W)

where S;(f) and S,(f) are the magnitudes of the complex
frequency spectra of the first and second signals, and D,(f)
and D,(f) are the magnitudes of the complex diffraction cor-
rection functions® corresponding to the propagation dis-
tances of these signals. In many cases, the attenuation coef-
ficient has been calculated using this formula. However, as
will be shown Secs. III and IV, use of this formula can lead
to large errors (overestimation) in the measured attenuation
coefficient.

lll. THEORY FOR ATTENUATION MEASUREMENTS

Consider a through-the-thickness transmission ultrasonic
measurement setup in which two ultrasonic transducers are
fluid-coupled to both sides of a material sample as shown in
Fig. 1(a). The material is assumed to be macroscopically
homogeneous and the signal distortion due to the coherent
scattering noise is relatively small. The frequency character-
istics of the material for acoustic beam propagation along the
+z axis from an acoustic source can be written as

H(f;2) = e “D(f;z2), (2)

where D(f;z) is the complex diffraction correction function”’

and k (=27f/c) is the wave number in the material having a
wave speed c. In Eq. (2), the time dependence e~ is omit-
ted for brevity. The acoustic properties at the interfaces be-
tween the transducers and sample surfaces can be character-
ized with the reflection and transmission coefficients, which
are denoted by R and T for the top surface and by Ry and
Ty for the bottom surface [Fig. 1(a)]. More specifically, the
transmission coefficients are defined for the case in which
the ultrasonic pulse is transmitted from the transducer into
the material sample while the reflection coefficients are de-
fined for the case in which the incident pulse from the ma-
terial is reflected off the material-transducer interface. Since
these coefficients are, in general, complex quantities (and
thus frequency-dependent), they are denoted here by bold-
face letters.

The spectra of the first and second signals in the through
transmission setup [Fig. 1(a)] can be written as

S, (f) =1G;TH(- Tp)GyD(f;z)e™ e, (3)

So(f) = IG;TRgR{(— Tp)GD(f;3z)e 3 +3k, (4)

where I(f) denotes the spectrum of the input signal fed to the
transmitting transducer and G and Gy are the transfer func-
tions of the transducers on the top and bottom surfaces. Tak-
ing a natural logarithm of the ratio between Egs. (3) and (4)
yields the expression for the attenuation coefficient
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) + 1n(|RBRT|)} :
(5)

It is seen that the reflection coefficients of both interfaces are
involved in this expression while the transducers’ transfer
functions and the transmission coefficients are not. Of
course, if the reflection coefficients are assumed to be —1,
Eq. (5) is identical to Eq. (1). This means that the retention
of the reflection term will introduce some correction to the
measured attenuation coefficient. The question is how sig-
nificant is it?

In a similar fashion, the spectra of the first and second
signals in the double echo setup [Fig. 1(b)] can be written as

$1() = H(G7T7)’D(f;22)e 2042, (6)

S5(f) = = I(G7T7) RyD(f42)e =4k, (7)

Note that it is assumed that the transducer acts in a reciprocal
fashion, that is, its reception and transmission frequency
characteristics are identical, and that the reflection coefficient
at the free surface is assumed to be Rz=—1. The expression
of the attenuation coefficient is

o= sl_m)_an;zz)
U)_Zz{l ( S>(f) : D(f;4z)

) +1n(|RT|)]
(8)

It is seen that this expression also involves the reflection
coefficient term. Note that most previous research did not
take these reflection effects into account, but instead implic-
itly assumed free surface reflections on both sides of the
sample. Section IV examines the significance of these reflec-
tion coefficients on the attenuation measurement.

IV. INFLUENCE OF PARTIAL REFLECTION

Equations (5) and (8) both contain the term of the re-
flection coefficient that defines the acoustic characteristics of
the interface between the sample and the transducer. Two
influences of the partial reflection are as follows. First, since
the reflection coefficients are chiefly determined by the cou-
pling conditions of the measuring transducers, variations in
contact conditions lead to variations in the measured reflec-
tion coefficients from measurement to measurement; this can
cause a large scatter in the attenuation coefficient when mul-
tiple measurements are performed. Second, taking reflection
effects into account in the analysis of the attenuation coeffi-
cient prevents the attenuation coefficient from being overes-
timated.

As an example, Fig. 2 shows the reflection coefficients
for the top and bottom surfaces for a cement paste material
sample. Broadband contact transducers with a nominal cen-
ter frequency of 5 MHz and a diameter of 12.7 mm are used
in this measurement. The transducers are coupled to the
sample surfaces with light lubrication oil, and the sample
surfaces are flat and smooth. The reflection signals from the
free surfaces (top and bottom) are measured first to get the
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FIG. 2. (Color online) Reflection coefficient magnitudes of the top and
bottom interfaces.

transducers’ spectra, and the reflection signals from the

transducer-mounted surfaces are then measured. The reflec-
18,19

tion coefficients are calculated using
S
ro S0 ’ ©)
S(f)free

where S(f) and S(f)q.. are the spectra of the ultrasonic
pulses reflected from the transducer-mounted and free sur-
faces, respectively. As described in Sec. V, this reflection
coefficient measurement is combined with the attenuation
measurement procedure. The reflection coefficients shown in
Fig. 2 are obtained from the combined measurement proce-
dure.

It is observed that |R;{ <1 and |Rg|<1, so the assump-
tion of a free surface is not valid, and the reflection coeffi-
cients of the top and bottom surfaces are different even
though the mechanical parameters of the transducers are the
same, and the clamping forces on the transducers are quite
similar. While both curves show similar trends, indicating
similar coupling conditions on the top and bottom sides of
the sample, they are not exactly the same, which signifies
that it is impossible to reproduce the exact same coupling
situation every time. This unrepeatability inevitably intro-
duces random errors in the measured attenuation coefficients.
The variance of the random errors will depend on various
factors such as applied pressure, amount of couplant and so
on, which cannot be fully controlled to be the same in every
measurement. Note also that the reflection coefficients are
frequency-dependent (and thus complex quantities). All of
this means that the reflection coefficient of the transducer-
sample interface has to be measured in-situ while the attenu-
ation coefficient is being measured; this partial reflection co-
efficient cannot be measured separately or simply assumed to
be a specific value. Any overestimation of the attenuation
coefficient will be due to partial reflection, as can be ob-
served by inspection of Egs. (5) and (8). Since |R7|<1 and
|Rg| <1, it always holds true that In|R/Rpz|<0 and In|R]
<0 for the through transmission and the double echo modes,
respectively. Consequently, the last terms in Egs. (5) and (8)
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FIG. 3. (Color online) Influence of the reflection coefficient.

are negative, which causes a decreasing correction to the
attenuation coefficients in both cases. Physically this de-
creasing correction corresponds to some energy absorption
by the thin viscoelastic couplant layer and some energy
transmission into the transducer material.

Figure 3 shows the influence of this partial reflection on
the attenuation coefficient of the cement paste sample for the
two measurement setups of Fig. 1. Note that these results are
obtained using the measurement procedure described in Sec.
V in which the reflection and attenuation coefficients are
measured simultaneously, and average values from three re-
peated measurements. Figure 3 compares attenuation coeffi-
cients with and without these reflection effects taken into
account. The effect of the reflection coefficient is very pro-
nounced; when the reflection effects are not accounted for,
the attenuation coefficient of this material is overestimated
by as much as about 40 Np/m in the through transmission
setup, and by about 20 Np/m in the double echo setup. The
overestimation is stronger in the through transmission mode
because the reflection coefficients of both sides are involved,
rather than only one side as is the case of the double echo
mode. Even though the position and sample are exactly the
same in both measurements, the uncorrected curves show a
large deviation, while the corrected attenuation curves coin-
cide almost exactly. This agreement indirectly proves the va-
lidity of the correction concept and method proposed in this
paper. Theoretically, the corrected curves should be identical.
However, due to the measurement uncertainty, small discrep-
ancies between the two reflection curves still exist even after
the corrections are made. The effects of the partial reflection
will of course depend on the material (the acoustic imped-
ance mismatch). In the case of a metal specimen that has
higher acoustic impedance, the effects will be even more
significant than in the cement paste specimen.

Figure 4 compares the effect of beam diffraction to that
of reflection; beam diffraction describes the spatial variation
and decay in amplitude of an acoustic beam radiated from a
baffled piston source.' Figure 4 shows the results of an
attenuation measurement on a cement paste sample, where
the attenuation coefficients are evaluated first with both dif-
fraction and reflection effects taken into account, then with
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FIG. 4. (Color online) A comparison of the influences of partial reflection
and beam diffraction.

the diffraction effect neglected, and finally with the reflection
effect neglected. Both effects commonly produce an overes-
timation of the attenuation coefficient when they are ne-
glected. However, the influence of the reflection effect is
much stronger than the diffraction effect for the material and
frequency range presented here.

V. MEASUREMENT PROCEDURE

The reflection coefficient quantitatively describes the
current coupling state of the transducer to the sample. While

M1 M2

=<

one may attempt to precisely control the coupling conditions
with a clamping device, this control will be extremely cum-
bersome and based on trial-and-error. An easier and more
straightforward approach is to measure the current coupling
condition in each measurement being performed, and then
make a correction to the attenuation coefficient—this proce-
dure will require a few more measurement steps in the fun-
damental attenuation measurement procedure shown in Fig.
1. Since the coupling state is unique (not reproducible once
disturbed), these additional measurements should be done
in-situ during the attenuation measurement. Here, a measure-
ment procedure that has been used in the present research is
described. The procedure integrates the measurement of the
current reflection coefficients into the attenuation measure-
ment without disturbing the coupling conditions at the inter-
face. In addition, both measurement techniques (through
transmission and double echo) are combined into this single
procedure as shown in Fig. 5. Note that while it is not the
only procedure possible and one may develop another pro-
cedure that can achieve the same goal in a different manner,
the proposed methodology has been found to be quite useful
and easy to implement.

In the first step M1, a reflection signal from the free top
surface [sﬁee;mp(t)] is measured with transducer 1. Then,
transducer 2 is mounted on the top surface. In the next step
M2, a reflection signal from the sample-transducer 2 inter-
face [sf orp 1op(?)] is obtained. In M3, a signal transmitted to
transducer 2 from transducer 1 [sbou_,mp(t)] is collected.

M3

ou ST

/\s;

lu—w—’ Out lu—m—' Out

FIG. 5. (Color online) A six-step mea-
surement procedure (a) and a sche-
matic of fixture used in the present re-
search (b).
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Then, the two transducers are switched. In M4, the transmis-
sion in the opposite direction [slTopﬁbon(t)] is measured. Fi-
nally, reflection signals with and without transducer 1 on the
bottom surface [sh o rpou(?) and sheepou ()] are taken in steps
MS and M6, respectively Spectra of two echo signals in

Stree top(t) and Sfree bott(t) are denoted Sfree top(f) Stree lop(f)
Sppou(f), and Sfree ot ) respectlvely Those of the first
echo s1gnals n Smterf top(t) and Smterf bott(t) are smtert top(f) and
Smterr ouf)- The spectra of transmitted echo s1gna1s in steps

M3 and M4 are Sbottﬂtop(f) Sbottﬂtop(f) Stop%bott(f)’ and
topﬂbott(f)

The reflection coefficients of the transducer-mounted top
and bottom surfaces are calculated Ry=Sf . rpou(f)/
free top(f) and RB Smterf bott(f)/stree bolt(f Wlth these reflec-
tion coefficients, one can determine the attenuation coeffi-
cients in the double echo mode in two Ways one with
[Sfree tOp(f) and Sfree tOp(f)] and the other with [Sfree pou ) and
Sfz pou(H], using Eq. (8). In a similar fashion, there are also
two ways to determine the attenuation coefficients from the
signals obtained in the through transmission mode: one with
[Sbonﬂlop(f) and Sbothp(f)] and the other with [Smpﬂbon(f)
and Stupﬁbon(f)] using Eq. (5). This procedure yields the
attenuation coefficients measured by four different ways.
The measurements in this research use a specially de-
signed fixture that enables mounting or demounting the
transducer on one side without disturbing the coupling con-
dition on the other side. A schematic is shown in Fig. 5(b).

VI. APPLICATIONS
A. Reference measurement

To demonstrate the robustness and accuracy of the pro-
posed measurement technique, reference measurements on
two PMMA samples (Lucite) with thicknesses of 25.4 and
9.2 mm are performed. This material is chosen because its
attenuation characteristics (the level and linear dependence
on frequency) are similar to those of materials under inves-
tigation in our current research. As a signal (pulse) source,
the pulser/receiver Panametrics 5072 PR with a 30 MHz fre-
quency band is used. The transducers are coupled to the
sample using low viscosity oil (Bel-Ray AW Lube 10). The
ultrasonic transducers used are a broadband longitudinal pair
with center frequencies of 5 MHz, and a diameter of 12.7
mm (% in.). The transducers are selected such that their fre-
quency spectra are as close to Gaussian as possible. A rect-
angular window is used to extract the ultrasonic pulses out of
a whole length signal prior to performing the fast Fourier
transform, avoiding any undesirable windowing artifacts be-
ing introduced. The diffraction correction of Rogers and Van
Buren® is performed. The result obtained for the longitudi-
nal wave attenuation coefficient is shown in Fig. 6. As seen
in Fig. 6, the attenuation coefficient of PMMA can be well
approximated by a linear function, a=12.8f-2.68 with f in
MHz. Similar linear behavior has been observed in many
polymeric materials.”' The attenuation mechanism in poly-
mers is explained with the hysteresis motions of long mo-
lecular chains—due to their length and the complex molecu-
lar structure in polymers, these molecular chains do not
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FIG. 6. (Color online) Measured longitudinal wave attenuation coefficient
of PMMA and linear regression.

return to their initial locations once they are dislocated by
ultrasonic waves and thus some portion of work done by the
ultrasonic waves is not stored elastically, causing the hyster-
esis cycle and reduction in the wave amplitude. The linear
behavior may be characterized by the attenuation per wave-
length aN=const, where N denotes the wavelength of the
propagating wave. Considering the first term of the linear
regression, the attenuation per wavelength is obtained as fol-
lows:

a-)\=12.8fc7—12 8¢, =0.036 Np. (10)

This result falls in the range of published values that show a
large variation: Hartman and Jarzynski21 who used the im-
mersion technique reported ah=0.022 Np, Asay et al.”
measured aA=0.020 Np using the pulse interference tech-
nique, and Kono? found an=0.044 Np also using the im-
mersion technique. It is noted that the difference in these
measurement techniques does not seem to cause this large
variation; probably the large variation in the physical prop-
erties and chemical compositions of polymeric materials is
responsible.

There are a number of factors that may influence the
attenuation measurement result, including the viscosity of
couplant, contact pressure, and roughness and parallelism of
sample. A full discussion on the influences of all these fac-
tors will be given in a separate paper; here, only the effects
of couplant and contact pressure are briefly discussed. Figure
7 shows attenuation coefficients measured using two differ-
ent couplants and loose and tight contact conditions. The two
couplants used are the low viscosity oil (45.4 ¢ST at 40 °C,
couplant 1) and vacuum grease having a viscosity of
2000 000 c¢ST at 25 °C (couplant 2). The transducers and
sample are hand-tightened. Figure 7 shows that the attenua-
tions for the two different couplants are very close in the
frequency range 2-5 MHz while they are a bit different at
frequencies out of this range. This result demonstrates that
the proposed method can successfully compensate the varia-
tion of couplant (viscosity). The dotted line in Fig. 7 corre-
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FIG. 7. Measured longitudinal wave attenuation coefficient of PMMA using
two different couplants and under loose and tight contact conditions.

sponds to the attenuation measured with a loose contact con-
dition. This condition is produced by untightening the
clamping screw such that the transducers are still at the same
position, but can slide on the sample surface by a small force
(a quantitative device is not used to measure the contact pres-
sure). The attenuation measured under this condition visibly
deviates from the other two and exhibits undulation as fre-
quency increases. This deviation may be attributed to some
perturbation in alignment due to the loose clamping. Theo-
retically, any boundary condition can be compensated in the
proposed method; however, there seems to be certain limita-
tions in applying the method, which requires further investi-
gation. This result provides one simple instruction that a
transducer should be in a tight contact with the sample under
examination in order to get a consistent and reliable result.
These performed reference measurements demonstrate par-
tially the accuracy of the proposed measurement procedure.

B. Attenuation coefficient of cement paste

The overall objective of the present research is to find
the correlation between the measured ultrasonic attenuation
and the microstructure of cement-based materials. The pro-
posed measurement procedure has been used to assess the
high longitudinal wave attenuation of pure cement paste
samples and cement paste samples with different amounts of
sand inclusions. This paper presents the result for the pure
cement paste sample. Details about the sample used in these
measurements can be found in Ref. 23. The attenuations for
the cement paste used are input parameters for simulating the
attenuation in these materials, defining the matrix material
absorption of the composites (concrete) considered in this
research.

As seen in Fig. 8, the longitudinal wave attenuation of
the cement paste increases linearly with frequency. This be-
havior is similar to the hysteresis absorption phenomenon in
polymeric materials®’ and is observed in cement paste by
Punurai et al.** The attenuation of cement paste that is fitted
by a linear regression is a=16.18f—-10.19.
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FIG. 8. (Color online) Longitudinal attenuation coefficient for cement paste.
(a) Result from four independent measurements. Error bars represent the
maximum and minimum values at each measurement frequency. (b) Average
of the four measurements with the linear regression.

Vil. CONCLUSION

This paper describes the influence of the partial reflec-
tion at the specimen and transducer interface in contact at-
tenuation measurements, and proposes an experimental
method to measure the actual reflection coefficient and to
include a reflection correction in the attenuation coefficient.
The reflection coefficient is presented as a quantitative
acoustic measure of the current coupling condition of the
measuring transducers. It is demonstrated that failure to ac-
count for these reflection effects causes a large overestima-
tion, and a large variation in the measured material attenua-
tion coefficient. This paper presents a combined
measurement procedure that integrates the reflection coeffi-
cient measurement into the attenuation measurement, which
removes the overestimation of the attenuation coefficient,
and significantly reduces variations in the resulting attenua-
tion coefficient. The accuracy and robustness of the measure-
ment procedure are demonstrated for PMMA, a reference
material with a known attenuation coefficient. The proposed
measurement technique has shown to improve the accuracy
and reliability of contact attenuation measurements.
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Systematically derived equations for fluid-loaded thin poroelastic layers are presented for
time-harmonic conditions. The layer is modeled according to Biot theory for both open and closed
pores. Series expansion techniques in the thickness variable are used, resulting in separate
symmetric and antisymmetric plate equations. These equations, which are believed to be
asymptotically correct, are expressed in terms of approximate boundary conditions and can be
truncated to arbitrary order. Analytical and numerical results are presented and compared to the
exact three dimensional theory and a flexural plate theory. Numerical comparisons are made for two
material configurations and two thicknesses. The results show that the presented theory predicts the

plate behavior accurately. © 2009 Acoustical Society of America. [DOL: 10.1121/1.3086267]

PACS number(s): 43.40.Dx, 43.20.Gp, 43.20.Tb, 43.40.Rj [KVH]

I. INTRODUCTION

The behavior of wave propagation phenomena in inter-
face layers is of great interest in many engineering areas, for
instance, acoustics, electromagnetics, and elastodynamics.
When the layers are thin, i.e., the layer thickness is small in
comparison to the wavelengths involved, there are many ap-
proximate theories that may be applicable. As these theories
may greatly simplify the analysis, thin layer theories have
been studied extensively in the literature.

In elastodynamics, more or less systematically derived
approximate thin layer theories have been developed for all
sorts of geometries and material configurations, e.g., isotro-
pic, anisotropic, piezoelectric, and porous media. There is
much debate on the correctness of the simplifying kinematic
assumptions which constitute the base for these theories. For
more complex layer structures, such as porous layers, it be-
comes more crucial to choose the most appropriate simplifi-
cations. This calls for a systematic derivation approach,
which is the main purpose of the present paper.

Porous layers are found in several disciplines such as
biomechanics, seismology, geomechanics, and acoustics; in
the latter case the noise absorbing effects are of special im-
portance in engineering. The structure of porous media is
very complex and irregular, being composite and multiphase.
For macroscopic scales, i.e., when the relevant length scales
are much larger than the pore sizes, a widely used theory is
due to Biot." It is a three dimensional (3D) linear theory that
treats the porous material as a continuum in terms of aver-
aged macroscopic displacement fields. The equations are for-
mulated using a set of mechanical and geometrical param-
eters and much work has been devoted to the determination
of these parameters from experiments.

The complexity of porous materials has motivated ap-
proximations and simplified methods; one such being the
rigid frame model.>? However, for thin layers several differ-
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ent elastic plate theories of various complexities have been
derived. To our knowledge, all existing models are based on
the Kirchhoff plate hypothesis combined with the Biot
theory, see, for example, Refs. 4—6. Numerical solutions to
such porous plate equations using bending theories for finite
plates are obtained by Leclaire et al.” for acoustical excita-
tion, Etchassahar et al.® for a concentrated force, and Aygun
et al’ for fluid loading. Moreover, the special case of in-
plane fluid flow was treated by Li et al. ' Hence, so far there
seems to be a lack in the literature on more advanced porous
plate theories, e.g., based on the Mindlin hypothesis or some
other more refined theory.

In this paper, the attention is on the derivation of the
governing dynamic equations for a fluid-loaded saturated po-
rous layer. The method used is based on a series expansion
technique, previously used on elastic rods,"'  elastic
plates,lz_15 and piezoelectric plates.m’17 Starting from the 3D
Biot theory, the displacement fields and boundary conditions
are expanded using power series in the thickness coordinate.
This procedure is performed in a systematic manner, result-
ing in symmetric and antisymmetric plate equations involv-
ing terms up to an (in principle) arbitrary order. There are
good reasons to believe that the approach leads to asymptoti-
cally correct equations, without using ad hoc assumptions.1
Explicit expressions suitable for thin layer approximations,
including terms up to order 3 in the thickness, are presented
analytically and compared to the corresponding expressions
using the Theodorakopoulos and Beskos (TB) theory.5 In or-
der to illustrate the results, numerical examples are presented
for two material combinations: water and a quartz-fiber, and
air in combination with a plastic foam.

The plate equations in question are written in terms of so
called approximate (effective) boundary conditions. Hereby,
the effects from the porous layer are replaced by differential
equations in the surface plane, expressed in terms of the
exterior fluid variables. These differential equations that ac-
count for the influence from the porous layer constitute the
approximate boundary conditions. It is thus not necessary to
model and solve equations for the porous medium separately,
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FIG. 1. Problem geometry.

which simplifies the analysis of porous-fluid coupled prob-
lems. Approximate boundary conditions have been used in
many areas, for instance, acoustics,]9 electromagnetics,zo and
elastodynamics. 13162122

This paper is organized as follows: The governing equa-
tions of the Biot theory are presented in Sec. II. In Sec. III an
outline of the derivation method is given, followed by the
derivation of the asymptotic approximate boundary condi-
tions for the porous layer in the case of closed and open
pores, respectively. Numerical results are presented in Sec.
IV, where the transmission and damping coefficients are cal-
culated for incident plane waves. The results are compared to
the full 3D Biot theory as well as the TB theory. This paper
is summarized in Sec. V. The Appendix shows the
asymptotic plate equations for the antisymmetric case in
terms of the plate displacement.

Il. ASSUMPTIONS AND GOVERNING EQUATIONS

Consider an infinite, isotropic porous plate of thickness
h immersed in a fluid, see Fig. 1. The saturated plate is
modeled according to the linear Biot theory.1 For the con-
tinuum theory to hold, the plate thickness is large when com-
pared to the pore size. However, for the simplified plate
equations to hold, the layer is assumed to be thin, i.e., the
plate thickness is assumed to be smaller than the shortest
wavelength considered. These assumptions are in line with
the low-frequency theory1 where the flow in the pores is
considered to obey Poiseuille flow.

The porous plate densities of the solid and fluid parts are
ps and py, respectively. The state of the plate may be ex-
pressed through the solid macroscopic displacement u to-
gether with the average displacement U and the pressure p of
the liquid phase. The state of the surrounding fluid, density
Po» 1s modeled through the pressure p, and the displacement
U°. Viscous effects are neglected in the exterior fluid, but
they are important in the porous domain.

The pores at the plate boundaries are either closed or
fully open; the intermediary states are not considered here.
With closed pores it is understood that a thin, impermeable
massless layer separates the exterior fluid from the fluid in
the plate. The properties of the saturating fluid and the sur-
rounding fluid may in such a case differ. For open pores,
fluid may flow between the plate and the surroundings
through the boundaries. It is then understood that the satu-
rating fluid is identical to the surrounding fluid.

Biot theory supports three bulk wave types. One shear
wave (wave speed c,) and two compressional waves referred
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to as the fast and slow compressional waves (wave speeds
c,1 and ¢, respectively). Here, it is the slowest wave that is
the critical one for thin layer approximations. Which of the
three waves that is the slowest depends on the frame and
saturating fluid materials as well as the frequency.

A. Governing equations

Considering time-harmonic conditions, the equations of
motion governing the displacements in porous media may be
written as'

NV2u+VV - ((N+A)u+ QU) = - o’(p;u+ p;U),

(1)
VV - (Qu+RU) = - *(pjou + pyU),

where the factor ¢7' has been omitted. Here N is the shear
modulus of the frame and Q, A, and R are generalized elastic
coefficients. These latter factors are related to the measurable
quantities: the porosity @, the bulk modulus of the frame K,
the bulk modulus of the solid material K, and the bulk
modulus of the fluid Ky, see Ref. 2:

(1-D)(1 - D - K/K)K, + PKK/K,

Ck 3
)
0= d(1 —@—Kb/KS)KS, _ (I)sz’
Ck Ck

where

Cx=1-®-K,/K;+DPK/K;. (3)
The densities p;; are defined by

pra=10-a)Pp. p;=1-P)p;—ps,

p2=Pps—piy, (4)

where the density p;, represents added mass due to coupling
of the solid and fluid motions. Here « is the dynamic tortu-
osity, related to both the porosity and the geometry of the
interconnected pores. For viscous flow in the pores causing
damping, « is complex and frequency dependent according
to the model by Johnson et al.”

ind (1 ~ 4iaiK%pfw)1/2
prO(.l) 77(1)2[\2 ’

where # is the viscosity, A is a characteristic length of the
pore size, and k; is the static permeability which may be
written as the quotient between the viscosity and the flow
resistivity. For non-viscous fluids the tortuosity is given by
the constant value a=«a,. This choice of notation is due to
the limit w— o0 for « in the viscous case. Due to the behav-
ior of « for viscous flow, the densities p;; are hereby also
complex and frequency dependent. Note that when the satu-
rating fluid is a gas, thermal effects should be considered as
the thermal conduction modifies the bulk modulus of the
fluid.

The constitutive equations for the stresses in the porous
plate are

=NVu+ (Vu)) +1V - (Au+ QU), (6)

(5)

a =y, +
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o/ =(-1®p) =1V - (Qu+RU), (7)

where I is the 3 X 3 identity tensor, ¢” is the averaged stress
of the solid frame, and ¢” is the averaged stress of the fluid
portion. The sum of these stresses forms the total macro-
scopic stress o=0"+ 0o,

In the exterior fluid the governing equation for the pres-
sure is according to the simple wave equation

(V2+i)pe=0, ko= wlcy, (8)

where c is the wave velocity and k is the wave number for
waves in the fluid. The relation between the pressure p, and
the displacement U° in the surrounding fluid is given by the
momentum equation

Vpo=pow’U°. )

B. Boundary conditions

The boundary conditions at z= *=h/2 for a porous-fluid
interface stem from continuity of traction, continuity of fil-
tration velocity, as well as Darcy’s law.”* The continuity re-
quirements for the surface tractions in tangential and normal
directions are obtained using Egs. (6) and (7),

N(du, + du,)=0, (10)
N(dyu,+ d.u,) =0, (11)
2Ndu,+V - ((A+ Q)u+(Q+ R)U) = - py. (12)

Here, the partial derivatives are expressed as d,=d/d,
and so on. The fluid flow across the interfaces z=*h/2 is
governed by continuity of the normal component of the fil-
tration vector and by Darcy’s law. Under time-harmonic con-
ditions these relations are

DU, —u)=U"~u., (13)

+io®(U, - u,) = k,(po—p). (14)

Here the parameter k, characterizes the permeability of the
interface and is essentially the static permeability per unit
length divided by the viscosity. The permeability is related to
dissipation effects at the boundaries and is as such inverse
proportional to the flow resistivity. Here the open pore case
implies free flow which results in infinite permeability, while
a sealed interface results in zero permeability. In practice,24
most interfaces are partially open where 0 < k;<<oc. The state
of the porous plate at the boundaries may be given in terms
of either the fields {u, U} or {u, p}, while for the surrounding
fluid the boundary conditions are given by either U° or p,,.
The choice of representation is a matter of convenience, and
here the {u, U, p,}-formulation is used in conformity with the
governing equations for the porous plate [Eq. (1)] and the
surrounding fluid [Eq. (8)]. Thus, the pressure of the liquid
phase p appearing in Darcy’s law [Eq. (14)] may be rewritten
using Eq. (7). In a similar manner, the surrounding fluid dis-
placement U(Z) in Eq. (13) may be written in terms of the
pressure field p, adopting Eq. (9). Since the results of the
fluid flow boundary conditions [Egs. (13) and (14)] are dif-
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ferent for closed and open pores, these cases are discussed
separately below.

For closed pores the permeability «, is zero as no mass
transport is allowed between the exterior fluid and the fluid
of the porous medium. Darcy’s law [Eq. (14)] then reduces
to U,=u, at the surfaces. This simplifies the filtration condi-
tion [Eq. (13)] to Ug=uZ as expected. By using Eq. (9), the
interface fluid flow relations become

d.py= powzuz, (15)

0=U,—-u,. (16)

In the case of open pores the permeability «, is infinite.
Due to finiteness of the flow, Darcy’s law [Eq. (14)] gives
p=p, at the boundaries. Adopting Eq. (9) in Eq. (13), as well
as Eq. (7), gives the interface fluid flow relations

3.po = pow (1 = ®)u, + PU), (17)

Po=—®'V - (Qu+RU). (18)

Here, p/=p, as the same fluid is assumed inside and outside
the plate.

lll. PLATE EQUATIONS
A. Series expansions

There are different ways to obtain plate theories, either
based on different kinematical assumptions in line with the
classical theories for elastic plates or in a more rigorous fash-
ion adopting the 3D equations of motion. Here, a systematic
approach will be used based on the 3D equations of motion
together with power series expansions of the physical fields
with respect to the thickness coordinate z. This method is
believed to be asymptotically correct without any ad hoc
assumptions, resulting in a hierarchy of higher order plate
theories that can (in principle) be truncated to any order. One
such expansion method is to expand the plate displacement
fields around the midplane z=0, which has been done for an
isotropic elastic plate, see Ref. 14. Another method is to
expand the boundary conditions around the midplane z=0.
This approach has been adopted by Johansson et al.®” for a
fluid-loaded elastic plate, where the results are expressed in
terms of so called approximate boundary conditions. These
two methods seem to be analogous, which is discussed in the
case of an elastic plate.15

In the present case for fluid-loaded porous plates, the
latter approach is used in order to benefit from the results
from fluid-loaded elastic plates.15 As in the cited work, the
plate equations are expressed in terms of approximate
boundary conditions where the plate fields are eliminated so
as to obtain differential equations in terms of the fluid pres-
sure p, and its normal derivative d_p, at the boundaries. By
doing this, the influence from the porous plate is present
implicitly in the differential equations, without the need of
solving the plate equations explicitly in terms of the plate
fields. For completeness, the antisymmetric plate equations
are also given in terms of the standard plate displacement,
see Appendix. Now, when using series expansion of the
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boundary conditions in order to eliminate the plate fields, it
is convenient to proceed in terms of the differences and sums
of the boundary fields

Af:f(x,y,h/Z) _f(x,y,_ h/2),
(19)
Sf=fx,y,h/2) + f(x,y,— hi2),

where f={u, U, p,} and their spatial derivatives. For the plate
fields u and U and their spatial derivatives, the sums and
differences are expanded in Maclaurin series in the thickness
coordinate z,

n-1 +1 2j+1
Af= 22 azj {‘y(—)l + O(R>, (20)
3, 2 A <h>j O(h> 21
f= TNe + )s (21)

where J'f.=d"f(x,y,z)|.—. The sums and differences of the
boundary conditions for the traction [Egs. (10)—(12)] and the
fluid flow [Egs. (15) and (16)] (closed pores) or Egs. (17)
and (18) (open pores) may then be written in terms of the
sums and differences of the exterior fluid pressure p, and
d,po, together with the porous field variables at the center
plane u, and U..

In conformity with Johansson et al.,” two separate cases
are identified due to the differential orders in the normal
direction of the plate displacements. For Ap, and 2d.p,,
even order z-derivatives ¢-" act on the fields {u.., U, .} and
their derivatives in the (xy)-plane, while odd order
z-derivatives &>"*' act on the fields {u,.,u Uy U, Uy} and
their derlvatlves in the (xy)-plane. Considering Epo and
Ad.p, the opposite situation holds. The explicit representa-
tion of the plate fields {u,.,U.} and their spatial derivatives
may then be eliminated in order to give separate differential
equations in terms of Ap, and Xd,p, (antisymmetric case)
and 3p, and Adp, (symmetric case). For each such case,
8n+7 equations must be solved if the expansions in the plate
thickness / are to involve terms up to and including A>"*+!.
Since there are only five boundary conditions, the remaining
equations are found through the governing equations [Eq.
(I)]. By performing normal derivatives of these equations
evaluated at the center plane, 8n+2 additional equations are
obtained.

The solutions of the equation systems discussed above,
resulting in the approximate boundary conditions, may be
written in terms of differential operators. For closed pores
these boundary conditions are expressed as

n—1 n
(2 hzijCLj)Apo - (E hzj_lclf)zazpo +0(n*), (22)

Jj=0 j=1
(2 hszZC&_,-) Spo= (2 n¥-e, j) Ad.py+ O(R*1) (23)
j=2 j=2

for the antisymmetric and symmetric cases, respectively,
while for open pores the equations are
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n-1 n-1
(2 hzjcs,j) Apoy= (E hzjﬂcé,j)zﬁzpo +O(r*). (24)

J=1 J=1

n n—1
<2 thC7,j)EP0 = (2 h2j+lc8,_i) Ad.py+ O™ (25)

j=2 J=1

in the antisymmetric and symmetric cases, respectively. The
differential operators C;; generally involve Vf"wzj—zﬂ for p
=0,...,j with Vf=&§+ &3 Closed form representations of C; ;
involve a substantial number of different terms even at low
order. It should be noted that for a series expansion involving
terms up to and including order 4*"*! in Egs. (20) and (21),
even higher order terms appear in the elimination process.
However, as these higher order terms are not stable when
using even more terms in the series expansion, the equations
are truncated. Thus, only terms up to and including order
h*'*! are present in the final result given above. In the
present work, series expressions involving terms up to and
including order h* are given explicitly. These closed form
expressions are obtained through tedious calculations using
the mathematical software MATHEMATICA.” It is straightfor-
ward to derive even higher order expansions, but such
lengthy results are not presented here.

B. Closed pores

Expressing relations (22) and (23) explicitly for terms
up to and including 43, the approximate boundary condition
for the antisymmetric case becomes

2 1 h : 2 2
Bk 1 - 5 5 [3V2+3Kk%] {Apo
h 5 4 2 2 2
k [8(1 YOV + (16k2 + Thk? - 24k,
- 8k% + 8k,2,lk,2,2/k§)vf + (2% + 3K )k?

+ 292k k0,1 (2.po. (26)

while the approximate boundary condition for the symmetric
case is

ﬁlk?(VE+kil>(VE+k22>{ 1( ) [3v2+3kﬁv]}zpo

[-4(1- ’)’1)V;t - (kt2 - 4k%)V? k2 k 2]

2%p1%p

1{h\2
+ g<5> [12(1 = y) Ve + (5k7 + 12(1 - y)k2,

— 12KV + (92, = 26D — 120342,

p1%p

+ 37k k) Vs + (2K + 3k K ks ] } Adp.

27)

Here ki, k,;, and k,, are the bulk wave numbers of the shear
wave, the fast compressional wave, and the slow compres-

sional wave, respectively. They are given by
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I w? B 2a,0° 2o 22 : a,w’

1.p2— 2 - _ s s 2 s

pep Coip2 Ay + \r/a§—4a1a3 ! c; Npxp
(28)

where the constants a; are
2
ay=pupn=pP» a2=Rp1—20p;+Spyn,

a3=RS - 07, (29)

using S=2N+A. The wave number k; is a generalized shear
wave number, k,, is the mean square of the bulk wave num-
bers, and k; is an auxiliary wave number. They are defined
by

2 2 2
= p,w’ = kyi + kyp + kg
t = N > av 3 s

(30)
((Q+R)p1r— (Q+5=N)py)w?

as

k=

The density p, is the total density of the saturated porous
body according to

pi=pi1+2p1n+ pn=(1-®)p +Dp,. (31)

All the squared wave numbers in Egs. (26) and (27) have a

positive real part. The symbols 3, v, and 7, are non-

dimensional numbers (with positive real part) expressed in

terms of densities and generalized elastic coefficients accord-
ing to

Po NR R+20+S

Bi=—" M="", V=T .

(32)
P: as N

Comparing Egs. (26) and (27) with the corresponding ap-
proximate boundary equations for an elastic layer reported
by Johansson et al.,”” it is seen that the expressions are quite
similar. The differences are most pronounced for the sym-
metric case, where the derivatives in the porous case are two
orders higher than in the elastic case. This has to do with the
fact that Biot’s theory supports three bulk waves, and evi-
dently all of these are important to order 4* in Eq. (27). In
conformity with Johansson et al.,” it is possible to factorize
the compressional bulk wave operator in the symmetric case.
As there are two such waves in the porous case, the factor-
ized operator is (Vf+k12,1)(Vf+k12,2) on the left-hand side of
Eq. (27). This implies that when the surface component of
the wave number of the fluid loading coincides with the
wave numbers of any of the compressional bulk waves in the
porous medium, no symmetric normal motion of the fluid-
porous boundary is generated. In the porous layer a guided
pressure wave may propagate with the wave speed of any of
the compressional bulk wave speeds as if the porous domain
occupied the full 3D space. Moreover, the symmetrical part
of the fluid loading behaves as if the fluid-porous interfaces
were rigid walls. It should be noted, though, that the com-
pressional bulk wave numbers are complex when losses are
included in the porous medium. This coincidence phenom-
enon thus does not occur here since viscosity is neglected in
the exterior fluid.
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It is not difficult to generalize Egs. (26) and (27) to the
case of different exterior fluids as this only influences the
normal displacement continuity condition, Eq. (15). The
right-hand side of this equation may still be expressed in
terms of either the sum or the difference of the normal dis-
placement of the porous solid. Denoting the density of the
exterior fluids on the positive and negative z by p, and p),
respectively, this is done by substituting the right-hand sides
of Egs. (26) and (27) according to

S3,py — 5((1+ po/pt)2d.po + (1= po/ pY) Ad,py).

Adpo— 3((1 = p/p))Sd.po + (1 + pol pg) Ad.py).

It is instructive to see whether the results for a homoge-
neous plate derived by Johansson et al.” are retrieved when
the porosity tends to zero, ® — 0. Starting with the general-
ized elastic coefficients [Eq. (2)] and the densities [Eq. (4)],
these become N=u, A=\, and p;;=p, while Q=R=0 and
p12=p2»=0 in the limit. Here,  and \ are the Lamé con-
stants for a homogeneous plate. The bulk wave numbers in
Eq. (28) are hereby k> =w?/c), k;=w?/c}, and k;,=0, where
now cf,:()\+2,u)/ ps and c2=u/p,. Moreover, the auxiliary
wave number in Eq. (30) becomes k;=0 while the constants
in Eq. (32) become 7y,=1/v,=7, where y=u/(A+2u).
Comparing these equations to the ones given in Ref. 15, a
few terms differ. However, by closer inspection of the result-
ing non-truncated porous equations using a * series expan-
sion, common differential operators may actually be factor-
ized on both sides of the equations when the porosity tends
to zero. Such factorized operators stem from the elimination
procedure when reducing the number of porous plate param-
eters to the homogeneous case. Hence, by eliminating these
common operators, identical results are obtained when the
porosity tends to zero as for the homogeneous plate.15 The
factorized operators in question are

(3)w) wl-2l) )
(1_2<2> Vi Vllmelg) v (33)

in the antisymmetric and symmetric cases, respectively.

The results using series expansions [Egs. (26) and (27)]
may be compared analytically to other approximate theories.
Among the different models based on the Kirchhoff hypoth-
esis, the theory due to TB (Ref. 5) seems to be the most
detailed, albeit several ambiguities are found therein. As only
bending modes are studied in the TB theory, the results may
only be compared to the antisymmetric case [Eq. (26)].
Hence, written in terms of approximate boundary conditions,
the TB theory becomes

,31/‘;2{V§ + k"zl“B}APO
- {S[kf(vi - (4] 18- v
+(8(1 = y\)kip - 8k§1k§2/k3)vz‘]}2azpo, (34)
where
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k%"B: kf(l +y) - 3k§v'

It is quite clear that Egs. (26) and (34) are not very similar.
Being based on the Kirchhoff hypothesis, the TB equation
does not include the terms of order 42 on the left-hand side,
see comparable situation in the homogeneous case.” Note
that the TB theory is of order 6 at the highest, while the
asymptotic theory goes up to derivatives of order 4. This is
surprising since the latter equation may be seen as a gener-
alized Mindlin equation; a statement based on the corre-
sponding situation for a homogeneous plate where the simi-
larities between the Mindlin equation and the asymptotic
equation of order h* are shown. When the porosity goes to
zero in the TB equation, the operator V2+ k%, may be factor-
ized and the approximate boundary condition for the Kirch-
hoff case is retrieved."

C. Open pores

In the open pore case, relations (24) and (25) are written
explicitly for terms up to and including 4°. The approximate
boundary condition for the antisymmetric case becomes

1(h\?
ﬁz{k§ - g(5> [8(1 — y) DV + (16D + Tk3 — 24Dk,

— 812 + 8D K2 K V2 + (22 + 3K2)E

+273k,2;1k§2] Apy
h 2 1(h } 4 2v72
= Eks—g E [8(1 = y)V, + (13 =8y))k,V;

+ (2k§+3k§v>kf]}2azpo, (35)

while the approximate boundary condition for the symmetric
case is

h
&{(5)[4(1 ~ NPV + (k= 4KV + y3k ko]

6
- 120)V{ + ((9K3, = 26)K5 = 12K3K2, + 33k Kyy) Vs

1{h\?
- —(5) [12(1 = y) D2V + (5/3 + 12(1 — y) DK,

+(2k3 +3 nkiv)k,%lkﬁz]}zpo

2
= {[— 41— y)V2 =K1+ é(%) [20(1 - y)V?

+ (123 = ks, — (1 +8y))k: = 8Ky ko k)Y

p1%p
+ (kg = 2k7) kf)]}Aazpo. (36)

Some new auxiliary wave numbers and non-dimensional
numbers enter here, in addition to those defined by Egs.

(28)-(32),
R-2® R
g=t R-20(Q+R)

D?y,,
P2 N 2
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_2q)2 N2
2= P28 ) - PO L 2 2= k4 D,

(Qpyy = Rppy)w®
613 ’

k3=

As in the closed pore case these terms have a positive real
part. By inspection of Egs. (35) and (36) it is seen that simi-
lar differential operators appear as in the closed pore case
[Egs. (26) and (27)], albeit in a somewhat more complicated
way. Moreover, some of the left-hand side operators in the
open pore case happen to be generalizations of the corre-
sponding operators appearing on the right-hand side in the
closed pore case. Contrary to Eq. (27), it is not possible to
make factorization of the left-hand side of the symmetric
equation [Eq. (36)] due to the filtration effects at the surfaces
of the porous layer.

The result using series expansion [Eq. (35)] may now be
compared analytically to the antisymmetric TB bending
theory. Written as an approximate boundary condition, the
TB theory becomes

B1Bs{(k} + 20 Bk3)V; + ki kit Ap,

= {g[(kf +2®BB5(1 - D*By)k;) Vs + kiki]

1{h)\? 6 2
-<3 [8(1 =)V, +(8(1 = y)krp

- Skilkiz/kf)vf]}z(;zpo’ (37)
where

B, = 1= ®%p/py
’;

3= s Ba=pdpan-
1 - ®°py/py, !

As for the closed pore case, Egs. (35) and (37) are not very
similar where the latter is of higher differential order. More-
over, contrary to the asymptotic theory, there is a clear re-
semblance between the closed and open pore cases in the TB
theory. Here, the open pore case is virtually obtained by add-
ing extra terms involving the porosity. Hence, there are mod-
est differences between these cases according to the TB
theory, which is illustrated in Sec. IV.

IV. NUMERICAL RESULTS

In order to illustrate the behavior of the different theo-
ries described above, the asymptotic and TB theories are to
be compared numerically to the 3D Biot theory. Two mate-
rial combinations are considered: water and QF-20, a quartz-
fiber studied by Johnson et al.,26 and air in combination with
a plastic foam studied by Allard et al.**" These cited works
present material data, of which those needed for the numerics
are given in Table I. From now on the saturating and the
exterior fluids are assumed to be the same for both boundary
conditions (open/closed) for each material combination. Vis-
cous effects are accounted for only in the saturating fluid as
such effects are negligible in the surrounding fluid. In the
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TABLE 1. Material data for QF-20 and water (Ref. 26) and plastic foam and

air (Refs. 2 and 27).

Symbol Unit QF-20/water Foam/air
pr kg/m?3 1000 1.213

Py kg/m? 2759 429

] L 0.402 0.93

s 1.89 32

N MPa 7.63 0.18(1-0.17)
K, MPa 2.22 Equation (40)
K, MPa 36.6 L

K, MPa 9.47 0.84(1-0.17)
A pum 19.0 28.5

n Pas 1.14% 1073 1.84 %1073
Ko m? 1.68x 1071 3.3x10710
Datm MPa 0.10

Y L4

® 1/s 1760

foam-air case also thermal effects are considered for the
saturating fluid as well as damping in the plastic foam.

Due to the viscous effects resulting in frequency depen-
dent material parameters, all three bulk waves are dispersive;
the higher the frequency, the higher the velocity. Dispersion
is particularly important for the slow compressional wave,
whereas the other two modes are virtually unaffected. This is
manifested in Fig. 2 where curves are presented for the three
waves when the real part of the wavelengths equals 2h. For
the plastic foam case, the slow compressional wave velocity
actually becomes higher than the shear wave for higher fre-
quencies. The choice of wavelength used in Fig. 2 corre-
sponds to the first positive interference maximum for normal
incidence, which could be seen as a reference upper fre-
quency limit for the approximate theories. Besides being dis-
persive, the considered porous media are also dissipative.
The damping is most pronounced for the slow compressional
wave in the low-frequency region; the other waves show
dissipation that generally increases with frequency. Due to
these frequency dependent effects, it is thus not possible to
introduce a non-dimensional frequency variable so that the
results are independent of the thickness. Therefore two dif-
ferent thicknesses, #=0.4 m and ~#=0.04 m corresponding
to different frequency intervals, have been chosen in the nu-
merical results.”® Hereby both the lower-frequency dissipa-

an

0.50 e N

0.2 N
0.1 BN
0.05 TN

1000 10000 100000.

(a)Quartz-fiber and water

tive regime and the higher-frequency propagating regime of
the slow compressional wave are investigated. These thick-
nesses are also indicated in Fig. 2 as solid lines.

In conformity with Johansson et al.,15 the behavior of
the approximate plate equations is studied by calculating the
transmission and absorption coefficients. Consider z<<—h/2
where plane waves propagate in the (xz)-plane and impinge
at z=—h/2. This results in reflected and transmitted plane
waves according to

Poi= eitho@\1=8-an.  , —_p

Po,= Rei(ko({x—\“sl—_gzz)—wt)’ 7 < —h/2

s

Pos= Teitko@er1=-8-00. < o

where k is according to Eq. (9) and {=sin ¢; ¢ being the
angle measured from the normal to the plate boundaries. Us-
ing the exact 3D equations of motion [Eq. (1)] with pertinent
boundary conditions, it is straightforward to solve for the
reflection coefficient R, the transmission coefficient 7, and
the absorption-like coefficient A,=1-|R|>~|T|> which de-
fines the ratio between the energy dissipated by the porous
plate and the energy in the incident acoustic wave. For the
asymptotic equations, Egs. (26) and (27) and Egs. (35) and
(36) are to be used for closed and open pores, respectively.
Note that purely antisymmetric or symmetric modes will not
be generated in the general case, so both the antisymmetric
and symmetric equations are to be solved as a system. The
numerical results involve solutions based on the asymptotic
h and h® expansions, respectively. The range of applicability
for each truncation level is hereby clearly visible. As for the
TB theory, purely antisymmetric motions are considered.
This implies that Ad_p,=0 resulting in a simple relation be-
tween R and T. Consequently, Egs. (34) and (37) for closed
and open pores, respectively, are readily solved.

It is convenient to introduce the non-dimensional fre-
quency QO =k h, where k;..=w/c,.. Here c,.. is the limit
w—  for ¢, which corresponds to the case of a non-viscous
fluid. Note that the real part of ¢ .. is considered in the plas-
tic foam case, as the complex shear modulus N results in a
complex velocity.

N frad/s

100 1000 10000

(b)Plastic foam and air

FIG. 2. Curves for kh=r, where k is the real part of the wave numbers k,,; (solid), k, (dashed), and k,, (dotted). The horizontal solid lines indicate the chosen

thicknesses.
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(c) 2=0.8, h=0.04 m.

FIG. 3. Closed pores for QF-20 and water.

A. Quartz-fiber and water

In the case of QF-20 and water ¢, ,.~2036 m s7!. From
Fig. 2(a) it is seen that for the slow compressional wave the
limit k,,h= occurs for h=0.4 m when w=2250 rad s7!
which corresponds to ()=0.44, and for 2=0.04 m when w
~70 000 rad s~! corresponding to ()~ 1.38. For the shear
wave k=1 occurs when ) =2.96 for both thicknesses.

1. Closed pores

The results for closed pores are presented in Fig. 3. Fig-
ures 3(a) and 3(b), show the modulus of 7 when the angle of
incidence is ¢=45°. The results using the 4> expansion are
more accurate than the asymptotic 4 theory as expected. It is
more surprising that the & theory is superior to the TB theory
which involves terms of order /3. This probably stems from
the importance of the symmetric modes not modeled in the
TB flexural plate theory. Considering the curves for the A°
expansion, they deviate from the exact curves around )~ 1
for h=0.04 m and around Q=1.5 for h=0.4 m, respec-
tively. This latter case is far beyond the upper limit for the
slow compressional wave discussed above. This accuracy
may be connected to the fact that in this low-frequency in-
terval the slow wave is much attenuated. It should also be
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(b) ¢ =45°, h = 0.4 m.

03l

02l

stated that the slow compressional wave generally is not
much excited when the pores are closed.” For other angles
of incidence, similar results as depicted in Figs. 3(a) and 3(b)
are obtained.

The dependence of |7| on the angle of incidence is pre-
sented in Fig. 3(c) for the frequency =0.8 when h
=0.04 m. The accuracy of the different approximations
shows a similar behavior as in Figs. 3(a) and 3(b). Note the
rapid transition of the transmission coefficient around ¢
=~().45, that is, ¢p=27°. This is associated with the first com-
pressional mode closely related to the zeroth symmetric
Lamb mode; a similar behavior is reported by Johansson et
al.” for a fluid-loaded elastic plate. The phenomenon is not
captured by the TB theory since it does not take symmetric
motion into account. Another minor incorrectness with the
TB equation is that |T|=1 for the grazing angle, {=1. The
exact and asymptotic equations predict that the transmission
modulus falls quickly to zero as { approaches unity. Similar
plots are obtained for #=0.4 m and for other frequencies,
albeit the lower frequencies 2<<0.5 result in pronounced
transmission for most angles as expected. Note that the angle
of incidence corresponding to the rapid transition of the
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FIG. 4. Open pores for QF-20 and water.

transmission coefficient varies little with frequency as this
symmetric wave guide mode exhibits small dispersion.

In Fig. 3(d) the absorption coefficient is plotted against
the angle of incidence when (2=0.8 and #=0.04 m. Here the
influence of the zeroth symmetrical mode is clearly visible,
showing its significant influence on the wave absorption. As
for the transmission coefficient the TB theory does not iden-
tify this behavior. Note here that the #-expansion seems to be
more accurate than the asymptotic 43 theory. This is merely
by coincidence due to cancellation effects as the accuracies
for both R and T are superior in the latter case. By studying
the absorption coefficient as a function of frequency for dif-
ferent angles of incidence, the 43 theory is seen to give more
accurate results than the & theory in the lower-frequency in-
terval. Similar plots are obtained for other frequencies as
well as for 7=0.4 m where in the latter case the absorption
coefficient is slightly more pronounced.

2. Open pores

The results for open pores are presented in Fig. 4. Here
Figs. 4(a) and 4(b), show the modulus of T when the angles
of incidence are ¢=15° and ¢$=45°, respectively, for h
=0.04 m. As for closed pores, the 1* expansion is more ac-
curate than the asymptotic 4 and the TB theories. All ap-
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(d) =08, h=0.04 m.

,exact; — — —, h3; -+, h; and —-—, TB.

proximate theories deviate from the exact curves at lower
frequencies when compared to the closed pore case. The
main reason for this is probably due to that the slow com-
pressional wave is more excited when the pores are open.29
According to the 4* expansion for ¢=15° no transmission
occurs at ()= 1.5, whereas the exact solution shows almost
zero transmission at {)=2.2. Such behavior is also present
for ¢p=45°. A similar situation appeared for heavy loading on
an elastic plate.15 However, this does not imply total reflec-
tion in the porous case as absorption is present. For thicker
plates, less dramatic curves are obtained and the transmission
coefficient is generally larger than for thin plates for a given
non-dimensional frequency (). Here, the results due to the
TB theory do not differ much for different thicknesses 4 for
constant (), contrary to the exact theory and the /* expansion
theory.

The dependence of |7| on the angle of incidence is pre-
sented in Fig. 4(c) for the frequency =0.8 when h
=0.04 m. The accuracy of the different approximations and
the rapid transition show a similar behavior as for closed
pores, clearly resembling the results for heavy loading on an
elastic plate.15 It is noted that the transition jump is more
pronounced while there is less variation with the angle of
incidence in the open pore case.
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In Fig. 4(d) the absorption coefficient is plotted against
the angle of incidence when 1=0.8 and #=0.04 m. Here the
h?® expansion theory is visibly superior to the 4 theory. When
compared to the closed pore case, the absorption is more
pronounced here, which probably is due to that the slow
compressional wave is much more excited in the latter case.
Similar plots are obtained for #=0.4 m as well as for other
frequencies where in the latter case the absorption coefficient
is larger for higher frequencies.

Note from the results in Figs. 3 and 4 that the TB solu-
tions scarcely depend on the boundary conditions; virtually
the same results are obtained for closed and open pores.

B. Plastic foam and air

Consider next the material configuration where the
frame is made of a plastic foam of high flow resistivity satu-
rated with air. This combination is studied by Allard et al?’
In addition to viscous effects, viscoelastic and thermal effects
are included as well. In this case, the material parameters in
Eq. (2) may be simplified as Ky/K;<1 and K,/K,<l.
Hence, the parameters may be approximated by2

(1-®)? 2

A=K+ —o— K= 2N, Q=K(1-®), R=0K,

(38)

The bulk modulus of the frame is now modeled in line with
an isotropic elastic material

_ 2N(1 +v)

"7 3(1-20)° (39)

where v is Poisson’s ratio. The thermal effects are incorpo-
rated in the frequency dependent bulk modulus of the fluid
according to

YhPatm
Vo= (V= 1)(1 + i%(l _ 21'_:»)[)1/2)_1 ,

Kf=

(40)
U

W=
PrKoQC” Pr

where Pr denotes the Prandtl number, p,, is the atmospheric
pressure, 7, is the ratio of specific heats, and ¢ is a form
factor which depends on the shape of the pores. Table I in-
volves those parameters needed for the numerical results.

For this material combination ¢,,.~76 ms™'. From
Fig. 2(b) it is seen that for the slow compressional wave the
limit k,,h=m occurs for h=0.4 m when w=70 rad s7!
which corresponds to =0.91, and for 2=0.04 m when w
~6000 rad s~' corresponding to Q=3.13. For the shear
wave kgh= occurs when (1 ~3.13 for both thicknesses. By
inspection, all three bulk wave speeds in the porous material
are here lower than the speed of sound in the surrounding air.
Moreover, the shear wave is now slower than the slow com-
pressional wave for high frequencies.

1. Closed pores

The results for closed pores are presented in Fig. 5. Fig-
ure 5(a) shows the modulus of 7 when the angle of incidence
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is ¢=45° and h=0.04. All approximate theories render good
results; the TB theory actually being superior in the interval
Q=2 to Q=3. It is surprising that the TB theory renders
such good results, especially considering the quite high fre-
quencies for which these approximate theories are supposed
to approach their limit for applicability. For other angles of
incidence, similar results are obtained, even though the h
expansion theory is the most accurate for small angles. By
inspection, the /4 expansion theory is in all cases the most
accurate in the lower-frequency intervals more suitable for
plate theories. Almost identical curves are obtained for the
thicker layer 7=0.4, implying that the influence of the slow
compressional wave is limited, see discussion in Sec. IV A 1.

The dependence of |7| on the angle of incidence is pre-
sented in Fig. 5(b) for the frequency =2 when h=0.04 m.
Contrary to the quartz-fiber case there is no rapid transition
of the transmission coefficient. The reason for this is that
such a coincidence phenomenon with the zeroth symmetrical
mode does not correspond to a real-valued angle of inci-
dence, {=~2.45. Similar plots are obtained for #=0.4 m and
for other frequencies, albeit the lower frequencies (1<<0.2
result in pronounced transmission for most angles as ex-
pected. When comparing the transmission coefficient pre-
sented in Fig. 5(b) to the quartz-fiber case [Fig. 3(c)], it is
clear that considerably less is transmitted in the foam-air
case. The accuracies of the different approximations are on a
similar level, and the differences in the results are displayed
in Fig. 5(c), where the absolute values of the error in the
transmission coefficient modulus, A|T , are plotted. Note
that the presented plot has been truncated as |A|7]|— 1 for
the TB theory as {— 1.

When studying the quite modest absorption coefficient
in Fig. 5(d) when h=0.4 m for =2, it is clear that much of
the wave is reflected considering the magnitude of |T], see
Fig. 5(b). Here, the TB curve is hard to distinguish being
placed almost on the horizontal coordinate line. Similar plots
are obtained for other frequencies, where the magnitude of
the absorption coefficient increases with frequency. It is seen
in this figure that the simpler £ theory is slightly more accu-
rate than the /° expansion theory, resulting from the accuracy
of R. The reason for this puzzling behavior is that this quite
high frequency seems to be on the upper scale when using
plate theories for the reflection coefficient. For lower fre-
quencies, the #* expansion theory gives the most satisfying
results.

2. Open pores

The results for open pores are presented in Fig. 6. Here
Fig. 6(a) shows the modulus of T when the angle of inci-
dence is ¢=45° for h=0.04 m. Contrary to the closed pore
case, the asymptotic expansion theories are more accurate
than the TB theory in the interval considered. As for the
material combination quartz-fiber and water, the approximate
curves deviate from the exact curve at lower frequencies
when compared to the closed pore case due to the more
pronounced excitation of the slow compressional wave.
Therefore a more narrow frequency interval is studied in Fig.
6(a) compared to Fig. 5(a). Similar curves are obtained for
other angles and frequencies.
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FIG. 5. Closed pores for foam and air.

The dependence of |7] on the angle of incidence is pre-
sented in Fig. 6(b) for the frequency Q=1.5 when h
=0.04 m. The accuracies of the different approximations
show a similar behavior as in Fig. 6(a). It is noted that
slightly more is transmitted when compared to the closed
pore case [Fig. 5(b)].

Figures 6(c) and 6(d) present the absorption coefficient
against the angle of incidence when Q=1.5 for £/=0.04 m
and 7=0.4 m, respectively. When compared to the closed
pore case, the absorption is more pronounced here mainly
due to the influence of the slow compressional wave. As the
absorption coefficient increases with frequency, the thin layer
case depicted in Fig. 6(c) shows more absorption than the
thick layer case in Fig. 6(d). Note that the TB curves are
almost on the horizontal coordinate line.

As for the quartz-fiber case, the TB solutions scarcely
depend on the boundary conditions (closed or open pores)
for the foam-air case.

V. CONCLUSIONS

This paper considers derivation of dynamical equations
for fluid-loaded porous plates. Using a series expansion tech-
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nique in the thickness coordinate, separate symmetric and
antisymmetric plate equations are derived that are believed
to be asymptotically correct. These equations are expressed
in terms of approximate boundary conditions under time-
harmonic conditions. Analytical and numerical results are
presented for open and closed pores, using asymptotic ex-
pansions up to order 3 in thickness. These results are com-
pared to the exact 3D theory and the TB theory based on
pure bending assumptions.

The analytical equations generally show a pronounced
discrepancy between the presented asymptotic theory and the
TB theory. The asymptotic equations have the same structure
as the corresponding approximate boundary conditions for an
elastic layer. However, sixth order tangential derivatives ap-
pear in the symmetric equations. A further similarity with the
elastic case is that the differential operator for the symmetric
pressure term for closed pores may be factorized.

Numerical results are presented for two material con-
figurations: quartz-fiber saturated with water and plastic
foam saturated with air. The performances of the asymptotic
approximate boundary conditions are accurate over a quite
wide frequency interval. In many cases acceptable approxi-
mations are provided even by the much simpler /'-theory.
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FIG. 6. Open pores for foam and air.

This is probably due to the limited influence from the slow
compressional wave, which would otherwise decrease the
range of applicability as its wave speed is comparably low.
Another explanation is that the influence from flexural plate
motions here is less pronounced than for the case of an elas-
tic layer, which in the latter case drastically limited the va-
lidity of the A'-theory."

For the future there are good reasons to believe that
series expansion techniques can be successfully applied to
similar more complicated problems, e.g., anisotropic porous
media or porous structures with curved surfaces. As the
present paper shows, there are needs to develop new equa-
tions in a rigorous way in order to model advanced porous
structures properly. What has not been presented in the cur-
rent paper is how to implement the derived equations in a
bounded case, including edge boundary conditions. Such
higher order end boundary conditions can be derived in an
equally systematic manner using variational methods, re-
cently adopted for homogeneous rods. Eventually, the new
plate equations may be implemented in a finite element en-
vironment, where plate elements still are preferable to 3D
elements due to reasonable length-to-thickness ratio of the
elements.
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APPENDIX: DISPLACEMENT BASED PLATE
EQUATIONS

In Sec. III the asymptotic plate equations are written as
approximate boundary conditions in terms of the pressure in
the surrounding fluid: p, and d,p,. However, plate equations
are traditionally expressed in terms of the plate fields and the
external pressure field p,. In the derivation process, this is
accomplished by eliminating the field d,p, and retaining the
plate fields. Here the results are presented for the antisym-
metric case only since this is generally the most pronounced
vibration mode in engineering situations. Moreover, this situ-
ation corresponds to modest modifications of the approxi-
mate boundary conditions presented above, while the sym-
metric case results in virtually new sets of equations.

So, in the antisymmetric case the plate equations are
now expressed in terms of Ap, and u, . where u_,
=u.(x,y,0). Hence, the vertical displacement of the center
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plane u_ . is used in favor of 2d,p, at the boundaries. This
could be accomplished directly from Egs. (26) and (35) by
using Eqgs. (15) and (17) for closed and open pores, respec-
tively. The final results are obtained from adopting series
expansion of the boundary plate fields in terms of the center
plane fields, together with the boundary conditions and the
equations of motion (1). Hereby the right-hand sides of Egs.
(26) and (35) still hold by changing 2d,p to u_ ., while the
left-hand sides now become

1 1(h)\?
bYe 1—5(5) [22= 7V + (k= Ky + ko k)] [ Apo
in the closed pore case and

1-® A%
et —5(5) (100~ 7) + 7)V;

+3k2, + K22+ v)] {Apo

in the open pore case, where
N(®Q - (1-®P)R)
’y =
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The angular spectrum approach is evaluated for the simulation of focused ultrasound fields produced
by large thermal therapy arrays. For an input pressure or normal particle velocity distribution in a
plane, the angular spectrum approach rapidly computes the output pressure field in a three
dimensional volume. To determine the optimal combination of simulation parameters for angular
spectrum calculations, the effect of the size, location, and the numerical accuracy of the input plane
on the computed output pressure is evaluated. Simulation results demonstrate that angular spectrum
calculations performed with an input pressure plane are more accurate than calculations with an
input velocity plane. Results also indicate that when the input pressure plane is slightly larger than
the array aperture and is located approximately one wavelength from the array, angular spectrum
simulations have very small numerical errors for two dimensional planar arrays. Furthermore, the
root mean squared error from angular spectrum simulations asymptotically approaches a nonzero
lower limit as the error in the input plane decreases. Overall, the angular spectrum approach is an
accurate and robust method for thermal therapy simulations of large ultrasound phased arrays when
the input pressure plane is computed with the fast nearfield method and an optimal combination of

input parameters. © 2009 Acoustical Society of America. [DOL: 10.1121/1.3097499]

PACS number(s): 43.40.Rj, 43.20.El, 43.20.Rz [TDM]

I. INTRODUCTION

Pressure fields generated by ultrasound therapy arrays
are typically calculated by superposing the fields produced
by individual transducer sources. Traditionally, these sources
are modeled with point source superposition applied to the
Rayleigh—Sommerfeld integral,k3 the rectangular radiator
method,*® the spatial impulse response method,” and other
analytically equivalent integral approaches. All of these
methods calculate the pressure at each grid point; therefore,
the simulation time is proportional to the number of array
elements multiplied by the size of the computational grid.
These simulations are relatively slow due to the large num-
ber of calculations involved. In contrast, the angular spec-
trum alpplroach10 rapidly computes pressures in parallel
planes. This approach decomposes the diffracted wave into
plane waves via the two dimensional (2D) Fourier transform,
propagates these components in the spatial frequency do-
main, and recovers the pressure field in planes parallel to the
input plane through the 2D inverse Fourier transform.

The numerical accuracy of the angular spectrum ap-
proach has been extensively discussed for single planar ra-
diators. For example, Williams and Maynard11 analyzed the
difference between the analytical Fourier transform and the
discrete Fourier transform (DFT) in angular spectrum simu-
lations. Williams and Maynard proposed an averaging ap-
proach to reduce the aliasing error and the error induced by
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certain singularities in the spectral propagator. Orofino and
Pedersen'>" derived a relationship between the angular
range for the decomposed plane wave components and the
sampling rate of the spectra in the spatial frequency domain.
These parameters are correlated to the spatial sampling rate,
which in part determines the accuracy of the angular spec-
trum simulation. Wu et al."*™'® derived the maximum angular
range that satisfies the Nyquist sampling criteria for the spec-
tral propagator. Wu et al. also used the analytical Fourier
transform of a rectangular radiator to eliminate the numerical
errors introduced by the DFT of the input normal particle
velocity distribution. Zeng and McGough17 compared the
performance of the spatial propagator and the spectral propa-
gator in terms of numerical accuracy and time. After identi-
fying an artifact caused by the truncation of the spatial
propagator, Zeng and McGough showed that the spatial
propagator yields more accurate simulation results once the
region containing the artifact is removed, especially for
simulations in non-attenuating media. In attenuating media,
the spectral propagator achieves similar accuracy in less
time. Zeng and McGough also showed that including attenu-
ation in angular spectrum simulations effectively reduces
aliasing errors through a spatial frequency filtering effect and
that apodizing the input particle velocity distribution
achieves the same result. Overall, the spectral propagator is
preferred over the spatial propagator for calculations in at-
tenuating media or with an apodized particle velocity source,
whereas simulations in non-attenuating media favor the spa-
tial propagator.17
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The angular spectrum approach is also widely used for
phased array simulations. For example, the pressure fields
generated by concentric ring arrays and sector vortex arrays
have been compared with experimental results,'® and the an-
gular spectrum approach has also been applied to high inten-
sity focused ultrasound simulations. " Zemp and Tavakkoli”’
compared the sampling of the spatial and spectral propaga-
tors for phased array simulations and then derived the maxi-
mum unaliased spectral sampling rate for the spectral propa-
gator. Other important issues that impact the accuracy of
thermal therapy simulations remain unsolved; therefore,
more thorough evaluations of the angular spectrum approach
are needed.

This paper evaluates the angular spectrum approach for
calculations of time-harmonic pressure fields generated by
large ultrasound phased arrays in an attenuating medium.
First, the performance of the angular spectrum approach is
compared for input planes that consist of particle velocity
distributions and pressure distributions. Second, the effect of
the location of the input pressure plane and the size of the
window that truncates the input pressure plane are deter-
mined. Third, the impact of the numerical accuracy of the 2D
input pressure on the three dimensional (3D) output pressure
field computed with the angular spectrum approach is evalu-
ated. Finally, temperature fields are computed from the 3D
pressure fields obtained with the angular spectrum approach,
and the errors are compared. The results show that when the
input pressure planes are computed with optimal parameters
applied to the fast nearfield method, the angular spectrum
approach rapidly and accurately calculates pressures for ther-
mal therapy simulations with large ultrasound phased arrays.

Il. THEORY
A. Integral approaches

In simulations of individual transducers and large ultra-
sound phased arrays, the pressure is often calculated with the
Rayleigh—Sommerfeld integral.m’21 This 2D integral is ordi-
narily evaluated with the midpoint rule,” which is equivalent
to subdividing the transducer surface into point sources and
superposing all of the contributions.” The Rayleigh—
Sommerfeld diffraction integrallo is

—jklr-r’|

p(r,t)=jpckei‘°f u(r’) ppm— as’, (1)

where p and c represent the density and the speed of sound,
respectively, w is the driving frequency, k=w/c=27/\ is
the acoustic wavenumber, u is the distribution of the lormal
velocity on the radiator with surface area S’, j is V-1, and
[r—r’| is the distance between the source coordinates r’
=(x",y’,z’) and the observation coordinates r=(x,y,z).
The spatial impulse response approach is an analytically
equivalent method that computes the pressure field with a
one dimensional (ID) integral. This integral evaluates the
convolution of the impulse response function of a transducer
with the time derivative of the excitation function.” For a
rectangular piston excited with a continuous wave input, the
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pressure is proportional to the Fourier transform of the spa-

tial impulse response, which is described by24’25
2 2
pley.zt) = jpeuge 2 2 1, 1 (x.y,2) (2)
i=1 j=1
and
k1 Jjm i ik
Il_ e IKNZHs _e/z)
> 2k
V2452412 Ky .
- f o cos‘1<:2>e‘/'“’do
V2452 \”0'2 —Z
f V252412 _I< l ) kg 3)
- __ cosT| === |e?"do |,
V2P Vo -2

where o is a distance variable, s,=|x—al, s,= , =
, and [,= , and the + or — sign in Eq. (2) is
determined by the spatial location of the observation point
with respect to the transducer aperture.

The fast nearfield method*** is a 1D integral approach
for nearfield pressure calculations that converges much more
rapidly than the spatial impulse response.7 The fast nearfield
method for a rectangular piston that is uniformly excited is
derived in Ref. 24, and the fast nearfield method for a rect-
angular piston with an apodized surface velocity distribution
is derived in Ref. 25. This method achieves rapid conver-
gence by subtracting singularities, and the computation time
is reduced by exploiting repeated calculations. The fast
nearfield expression for a uniformly excited rectangular
piston24 is

1 by gmikN+a+s) _ pmjke
p(x,y,z,1) =— lpcuoe/“”z— s do
T
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do
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e—/k\z +02+s2 _ e—jkz

le
+ 5, do
-1 0'2+S%

2 e
+ lz
-s

1

] 2 .
—jk\;‘zz+(72+12 _ e—jkz

>+

do |, (4)

where the limits of integration are s;=a-x, [j=b-y, s,=
a+x, and l,=b+y, and a and b represent the half width and
the half height of the rectangular source, respectively. The
fast nearfield method achieves high numerical accuracy in a
very short time.”**

B. Phased array beamforming

For linear simulations of therapeutic ultrasound, the
pressure field generated by a phased array is computed via
the superposition of complex pressures produced by the ar-
ray transducers according to
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N
p=2 pAe . (5)
n=1

In Eq. (5), N is the number of transducers in the array, and p,,
is the pressure generated by each transducer. A, represents
the apodization weight, and @, is the phase shift applied to
each transducer element. An ultrasound beam with a single
focus is obtained with the phase conjugation method.”® To
focus the array, a complex exponential term that equals the
conjugate of the pressure produced by each array element at
the focus is applied to that element. Therefore, the pressure
waves generated by all of the array elements achieve con-
structive interference at the focal spot. Through beamform-
ing, the pressure fields generated by ultrasound phased arrays
are maximized at selected locations.

C. Angular spectrum approach

The angular spectrum approach calculates the pressure
in a sequence of parallel planes by propagating each spatial
frequency component of the diffracted wave in the spatial
frequency domain.'” The pressure or normal particle velocity
field in an initial plane is defined as the input, and the output
from angular spectrum calculations is the pressure evaluated
in a series of parallel planes. The pressure field and the an-
gular spectrum in each plane are related through the 2D Fou-
rier transform. In a linear homogeneous medium, the propa-
gation of acoustic waves in the spatial frequency domain is
described by27

Plkyyky,2) = Pyl kys20) (o, A2) (6)

or
P(kxs ky’Z) = jpc U()(kxa ky’ZO)Hu(kxs ky9 AZ) s (7)

where Az=z-z, k, and k, are the transverse wavenumbers,
and kz+k2+k2 k*. Py(k,.k,.zo) is the angular spectrum of
the input pressure field po(x,y,zo); i.e., Po(ky,ky,20) is the
2D Fourier transform of py(x,y,z,) with respect to x and y,
and Uy(k,,k,,zo) is the 2D Fourier transform of the normal
particle velocity on the radiator surface. P(k,,k,,z) is the
angular spectrum of the pressure in a plane parallel to the
source plane. The pressure field in each subsequent plane is
then obtained by applying a 2D inverse Fourier transform to
P(k, ky,z) with respect to k, and k. The spectral propagator
Hp( ky,Az) for an input pressure plane is described by

. / 2,2
oINS for k2 + k2 < kP
H,(k,.k,Az) = — ' (8)
pA XY 2. .2
e ANKHE for K+ k) > K2,

and the spectral propagator H,(k,,k,,Az) for an input par-
ticle velocity distribution is represented by
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o N >
FIG. 1. (Color online) The discretized input plane, where the input pressure
or normal particle velocity plane is initially computed in an M X M grid and
then zero-padded to an N XN grid for angular spectrum calculations. The
spectral propagator, which is not zero-padded, is then evaluated in an N
XN grid for angular spectrum calculations.

H,(kk,,Az)

k N .
ﬁeﬂm\‘k w7k for k2 + ky < K?
N

= ' )
=R for 24 k2> A,
ViE+E—k
Both H,(k,.k,,Az) and H,(k,,k,,Az) describe propagating

waves in the region where k2+k2 <k? and evanescent waves
that decay exponentially Where k2+k2>k2 The propagator
functions in Egs. (8) and (9) are multlphed by an exponential
term'’ for angular spectrum calculations in attenuating me-
dia,

S(kx,k ,,AZ) — e—akAz/\e“kz_k)%—ki’ (10)

where « is the attenuation coefficient for a given ultrasound
frequency. Multiplying the spatial frequency components by
S(ky,ky,Az) achieves equivalent attenuation of pressure
waveforms in the spatial domain.

To implement the angular spectrum approach, the input
pressure or normal particle velocity field is first discretized,
where the geometry of the input plane is illustrated in Fig. 1.
An L XL square plane is discretized into a grid containing
M X M points with a spatial sampling interval of &. This grid
is zero-padded to a larger NX N grid, and the angular spec-
trum of the input plane is computed with a 2D fast Fourier
transform (FFT). The spectral propagator is then evaluated
on the larger N X N grid in the spatial frequency domain. By
extending the size of the grid to NXN (N> M), the reso-
lution in the spatial frequency domain is increased and spec-
tral aliasing errors are diminished. The spectral sampling rate
is inversely proportional to N via Ak=27/(N§), and the dis-
cretized transverse wavenumbers are

k,=mAk, m=-NR2+1+¢,... N2+ ¢,

ky:nAk, n==N2+1+¢,...
where ¢ is defined by

N2+ ¢, (11)
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- % when N is odd

. (12)
0 when N is even.

¢=

The parameter ¢ compensates for the offset induced by the
odd number of grid points so that m and n are integers.
D. Error evaluations

The numerical error in the simulated pressure field is
evaluated with a root mean squared error (RMSE) defined by

1 - .
RMSE = \/ > [t - pigt
nan.n

y'tzi,jk

2

, (13)

where the superscripts (i,/,k) represent discrete field points
in the computational grid, n,, ny, and n, describe the number
of points in the x, y, and z directions, respectively, p s is the
complex reference pressure field computed with the spatial
impulse response method, and p is the complex pressure field
computed with the angular spectrum approach, the
Rayleigh—Sommerfeld integral, or the fast nearfield method.
The RMSE is evaluated either in a 3D volume or in a single
transverse plane perpendicular to the array normal.

E. Temperature simulations

As acoustic waves propagate through a lossy medium,
mechanical energy dissipates and is converted into heat. The
power deposition is approximated by

0,(1,9,2) = —p(r)p*(x), (14)
pc

and the localized heat transfer in biological media is modeled
by the bio-heat transfer equation (BHTE),”

KV*T-W,C\(T-T,) +Q,=0, (15)

where T=T(x,y,z,t) is the tissue temperature, T, is tempera-
ture of the arterial blood, K is the thermal conductivity of
tissue, and W), and C,, are the perfusion rate and the specific
heat of blood, respectively. Equation (15) is the steady state
BHTE, which models the temperature distribution under
equilibrium conditions. For numerical calculations, Eq. (15)
is evaluated with an iterative finite difference routine.*

lll. SIMULATION RESULTS

A. Reference pressure field generated by a 32X 32
element phased array

To evaluate the numerical performance of the angular
spectrum approach, a 32X 32 element 2D planar array is
simulated and compared to a reference field. The array is
comprised of 1.8 mmX 1.8 mm square transducers with a
0.5 mm kerf between adjacent elements. The structure of this
array is illustrated in Fig. 2. The array is located in the xy
plane at z=0 cm and centered at the origin of the coordinate
system. The z axis is coincident with the normal evaluated at
the center of the array aperture. The excitation frequency is
1 MHz, the speed of sound is 1500 m/s, and the attenuation
coefficient is «=1 dB/cm/MHz. The total extent of the ar-
ray aperture is 7.31 cm X 7.31 cm, which is equal to 48.7A
X 48.7\ for a 1 MHz excitation. The reference field is cal-
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FIG. 2. A planar ultrasound phased array comprised of 32X 32 square ele-
ments. The size of the array is 7.31 cmX7.31 cm (48.7\ X 48.7\ for a
1 MHz driving frequency). The array consists of 1.8 mmX 1.8 mm (1.2\
X 1.2\) square transducers with a 0.5 mm kerf between adjacent elements.

culated with the spatial impulse response method.” Using
1000 Gauss abscissas to compute the pressure generated by
each square element, the spatial impulse response method
calculates the total field generated by this array to an accu-
racy of 11 digits, as determined by a comparison with the
fast nearfield method evaluated with the same number of
abscissas. All simulations are performed on a 2.4 GHz Pen-
tium 4 PC (1 Gbyte random access memory) running the
Windows XP operating system. All routines are written in the
C language, compiled by Microsoft VISUAL C/C++ Version
7.0, and called by MATLAB 7.1 as MEX files.

The initial evaluations of the pressure field generated by
this 32X32 element phased array are performed in a
20.4 cmX20.4 cmX 12 cm (136N X 136N X 80N) volume
with an equal transverse extent in both the x and the y direc-
tions. With a sampling interval of §=0.075 cm (5=\/2), the
computational volume is discretized to a 273 X273 X161
point grid. Figure 3 shows the reference pressure field gen-
erated by this 32X 32 element phased array in the y=0
plane. The array elements are phased such that a single focus

16

Normalized pressure
o
(&)

10

8
z(cm)

-10 4

FIG. 3. Reference pressure field generated by the 32X 32 element planar
array in Fig. 2, where the array is focused at (0,0,10) cm. The pressure,
which is normalized by the maximum amplitude, is shown in the xz plane at
y=0. The excitation frequency for the array is 1 MHz, and the attenuation
coefficient is =1 dB/cm/MHz.
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FIG. 4. Simulated axial pressures generated by the 32X 32 element planar
array in Fig. 2. The array is located at z=0 cm and electronically focused at
(0,0,10) cm. The reference pressure calculated by the spatial impulse re-
sponse method is indicated by the solid line, the pressure computed with the
angular spectrum approach using an input normal particle velocity plane is
represented by the dash-dot line, and the pressure computed with the angular
spectrum approach using an input pressure plane is represented by the
dashed line.

is produced at (0,0,10) cm. The pressure distribution de-
picted in Fig. 3 is normalized by the overall maximum pres-
sure amplitude in the 3D volume.

B. Evaluation of pressure and normal particle
velocity inputs

Although angular spectrum calculations with input pres-
sure planes [Eq. (6)] and input normal particle velocity
planes [Eq. (7)] are analytically equivalent, the numerical
errors differ. To demonstrate the difference between these
two approaches, the reference pressure field generated by the
32 X 32 element phased array in Fig. 2 is simulated with the
spatial impulse response method and then compared to the
results obtained with the angular spectrum approach using
input pressure and normal particle velocity planes. In each
simulation, the normal particle velocity is uniform across
each element on the array aperture. The input pressure plane
ideally extends to infinity in both lateral directions; however,
for computer simulations, the pressure field is truncated by a
20.4 cm X 20.4 cm (136N X 136\) square window. In these
calculations, the input pressure is calculated with the fast
nearfield method using 20 abscissas for each integral. The
spatial sampling interval is 6=0.075 cm (5=\/2), and the
value N=512 specifies the number of grid points in the x and
y directions. Figure 4 shows the reference axial pressure
(solid line) and the axial pressures computed with the angu-
lar spectrum approach using an input normal particle veloc-
ity plane (dash-dot line) and an input pressure plane (dashed
line). For these angular spectrum simulations, the input nor-
mal particle velocity and the input pressure are both calcu-
lated in the plane at z=0. The resulting 3D fields are normal-
ized by the maximum amplitude of the reference pressure.

Figure 4 shows that the output pressure fields obtained
from the input pressure and the input normal particle velocity
match the reference closely near the focus. The amplitude of
the output pressure field computed with the input pressure is
slightly larger than the reference field before the focus and
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FIG. 5. RMS output errors for the 32X 32 element array focused at
(0,0,10) cm evaluated in transverse planes for z ranging from 4 cm
(26.67\) to 16 cm (106.67\). The pressure is calculated with the angular
spectrum approach using an input normal particle velocity plane (dash-dot
line) and an input pressure plane (dashed line). For this result, the input
particle velocity and pressure planes are both located at zp=0 cm and trun-
cated with a 20.4 ¢cm X 20.4 cm (136X X 136\) square window.

slightly smaller than the reference field in the region beyond
the focus. The amplitude of the output pressure field com-
puted with the input normal particle velocity plane is smaller
than the reference before the focus and slightly larger than
the reference beyond the focus. Overall, the output axial
pressure computed with the input normal particle velocity
plane has a much larger error than that obtained with the
input pressure plane.

The output RMSE values obtained from angular spec-
trum calculations are evaluated and plotted in 2D transverse
planes along the z direction in Fig. 5. The RMS output errors
computed with the input pressure and the input normal par-
ticle velocity both decrease monotonically as z increases.
Figure 5 also shows that, for the combination of parameters
evaluated here, the RMS output error obtained from the input
normal particle velocity plane is about twice as large as that
obtained with the input pressure plane.

C. Optimal parameters for the input plane

When the spectral propagator H,,(k,,k,,Az) for an input
pressure plane described in Eq. (8) is used for angular spec-
trum simulations, the input pressure field is truncated by a
rectangular window in the x and y directions. The size of this
window and the location of the plane that contains the input
pressure field both influence the accuracy of the result ob-
tained with the angular spectrum approach. The optimal size
and location of the input pressure plane are determined from
parametric simulations of the planar phased array in Fig. 2,
where the spatial sampling interval is 6=A/2, and the N
X N grid for the 2D FFT is evaluated with N=512.

To demonstrate the impact of the input pressure plane
location on angular spectrum calculations, the RMS output
errors in a 3D volume are calculated in Fig. 6 as a function of
the input pressure plane location z,. The input pressure
planes for these calculations are evaluated for z; ranging
from 0 to 3.9 cm (26\) with an interval of 0.15 cm (). The
input pressure is calculated with the fast nearfield method
using 20 abscissas for each integral. In Fig. 6(a), the pressure
in the input plane is evaluated within a 7.8 cmX 7.8 cm
(52X X 52\) square window, which is slightly larger than the
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FIG. 6. RMS output errors obtained with the 32X 32 element array evalu-
ated in 3D volumes as a function of the input pressure plane location z,. The
size of the input pressure plane is (a) 7.8 cm X 7.8 cm (52N X 52\) and (b)
20.4 cm X 20.4 cm (136\ X 136\). The location of the input pressure plane
ranges between z;,=0 and z,=3.9 cm (26\) with an increment of 0.15 cm

(N).

7.31 emX7.31 cm (48.7\ X 48.7\) array aperture. The re-
sulting RMS output error decreases for a short distance and
then oscillates between 0 and 0.02 as z, increases. In Fig.
6(b), the input pressure is evaluated in a 20.4 cm X 20.4 cm
(136N X 136\) plane. The 20.4 cm X 20.4 cm input pressure
plane also includes the contribution from the grating lobes
for each z,. The RMS output error in Fig. 6(b) drops sharply
when z; increases from 0 to 0.15 cm (\), and then the error
remains small for z,=\. Figure 6 shows that when a smaller
window is used, the RMS output error oscillates as z,
changes, but the output error is relatively flat for a much
larger window with zo=\. In Fig. 6(a), the minimum error
occurs at zo=0.45 cm (3\); however, the error is also small
at zop=A\. In Fig. 6(b), the error is very small for all values of
Zo=A\. Figure 6 shows that the input pressure plane should
be at least one wavelength from the array aperture to avoid
sampling problems with evanescent waves near the array ap-
erture. Figure 6(a) also suggests that when the window that
truncates the input pressure plane is slightly larger than the
array aperture, the resulting error is sufficiently small for z,
equal to 0.15 cm (N\). Thus, for either a 7.8 cm X 7.8 cm or a
20.4 cm X 20.4 cm window, zp=M is an appropriate input
pressure plane location for the 32X 32 element array. For
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FIG. 7. Axial pressures simulated with the angular spectrum approach using
input pressure planes that are truncated by square windows of different
sizes. The reference pressure is indicated by the solid line, the output pres-
sure computed with the angular spectrum approach using a 6 cm X6 cm
(40X X 40\) input pressure plane is represented by the dash-dot line, and the
axial pressure computed with the angular spectrum approach using a
7.8 cm X 7.8 cm (52N X 52\) input pressure plane is represented by the
dashed line. The solid line and the dashed line are nearly coincident, which
indicates that L=7.8 cm (L=52\) is sufficiently large for the 7.31 cm
X7.31 cm phased array in Fig. 2.

smaller input pressure planes, selecting zo=A successfully
prevents the truncation of grating lobes that could otherwise
occur with larger values of z.

To demonstrate the influence of the size of the input
pressure plane window on the RMS output error, the angular
spectrum calculations are evaluated for a 6 cm X 6 cm (40N
X 40\) input pressure plane and a 7.8 cmX7.8 cm (52\
X 52\) input pressure plane located at zo=A. The resulting
axial pressures are shown in Fig. 7. The input pressure plane
extent specified by L=6 cm (40\) is smaller than the
7.31 cm X 7.31 cm array aperture, so the resulting pressure
field (dash-dot line) deviates from the reference by a signifi-
cant amount, especially in the region around the focus. When
the extent of the input pressure plane is specified by L
=7.8 cm (52\), the axial pressure (dashed line) closely
matches the reference pressure (solid line) in Fig. 7.

Figure 8 shows the RMS output errors evaluated in a 3D
volume, where the input pressure planes are truncated by

©c o
o o
> ©

RMS output error
o
o
=

0.02f

6 1b 14 18 22
L(cm)

FIG. 8. RMS output errors plotted as a function of the extent L of the input
pressure plane. The input pressure plane for angular spectrum simulations is
located at zy=0.15 cm (zp=\) and truncated by L XL square windows,
where L ranges from 6 cm (40\) to 20.4 cm (136\) with an increment of
0.15 cm (N). The two markers indicate the values of L shown in Fig. 7.
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square windows with sizes ranging from L=6 cm (L=40\)
to L=20.4 cm (L=136)\). For all of the results shown in Fig.
8, the input pressure plane is located at zo=\. The two mark-
ers in Fig. 8 indicate the values of L evaluated in Fig. 7,
where the circle denotes L=6 cm (L=40\) and the solid
mark denotes L=7.8 cm (L=52\). In Fig. 8, the errors
monotonically decrease as L increases. The errors are larger
when the window size is smaller than the 7.31 cm
X 7.31 cm array aperture, and the errors are smaller when
the window size is larger than the array aperture. Figure 8
suggests that only a moderate reduction in the output error is
achieved for values of L>7.8 cm. Furthermore, in Fig. 7, the
results for L=7.8 cm are nearly coincident with the refer-
ence. If L<7.8 cm is used, the truncation of the pressure
wavefront causes an increase in the RMS output errors. An
input pressure plane with L>7.8 cm consistently produces
small errors. However, there is a trade-off between the accu-
racy and the efficiency of these calculations for larger L. On
the one hand, accurate results are achieved when large values
of L are used, and larger input pressure planes are often
necessary for array simulations that also include grating
lobes, as in Fig. 3. On the other hand, L should be as small as
possible because the computation time and computer
memory required are proportional to the number of grid
points, which is determined by the value of L when & is
fixed. Figure 6 indicates that the minimum error is achieved
at zp=0.45 cm (zp=3\) and that the error at z,=0.15 cm
(zo=N\) is acceptably small, and Fig. 8 suggests that L
=7.8 cm (L=52\) is optimal for the 32 X 32 element planar
array in Fig. 2.

D. Evaluation of input and output errors

In angular spectrum calculations that use the spectral
propagator H,(k,,k,,Az), the input pressure is typically
simulated with analytical integral approaches, and the angu-
lar spectrum simulations then evaluate the output pressure in
a 3D volume. For these simulations, fast and accurate calcu-
lations of the input pressure are desirable. This motivates
numerical evaluations of the errors associated with the input
pressure that impact the error in the computed 3D pressure
output.

Using the spatial impulse response method as the refer-
ence, two analytical integral methods are compared for simu-
lations of the input pressure: the Rayleigh—Sommerfeld inte-
gral and the fast nearfield method. The accuracy of these
methods is determined by the number of abscissas used in
evaluations of the integrals in Egs. (1) and (4), respectively.
As demonstrated in Ref. 24, the fast nearfield method
achieves higher accuracy with fewer abscissas relative to
other single integral approaches for simulations of single
transducers. This result also holds for phased array simula-
tions. To demonstrate the change in the RMSE in the input
pressure plane as the number of abscissas increases, the pres-
sure field is computed in a 7.8 cm X 7.8 cm (52N X 52\)
plane at a depth of z;=0.15 cm (zy=\), where 7.8 cm (52\)
is the optimal value of L determined in the previous section
for the phased array in Fig. 2. With a spatial sampling inter-
val of 0.075 cm (N\/2), the input pressure plane is discretized
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FIG. 9. RMSE values in the input pressure plane plotted as a function of the
number of abscissas. The input pressure plane is located at z,=0.15 cm
(zo=\) and truncated by a 7.8 cm X 7.8 cm (52X X 52\) window. The input
pressure is computed with the Rayleigh—-Sommerfeld integral using 2 X2 to
10X 10 abscissas and with the fast nearfield method using two to ten ab-
scissas.

to 105 points in both the x and the y directions. The RMSE
values are evaluated for the input pressure computed with the
Rayleigh—Sommerfeld integral using 2 X 2 to 10X 10 abscis-
sas and with the fast nearfield method using two to ten ab-
scissas. The results are plotted in Fig. 9, where the errors
from both methods decrease as the number of abscissas in-
creases. The RMSE for the input pressure obtained with the
Rayleigh—Sommerfeld integral approach is 0.216 for 2 X2
abscissas, and the error decreases to 0.006 for 10X 10 ab-
scissas. In contrast, the RMSE for the input pressure ob-
tained with the fast nearfield method is 0.076 for two abscis-
sas, and the error quickly decreases to 0.0004 with only four
abscissas. In Fig. 9, errors less than or equal to 0.0004 are
coincident with the horizontal axis when the values in the
range shown are plotted on a linear scale.

Figure 10 demonstrates the influence of the number of
abscissas used for input pressure calculations on the 3D an-
gular spectrum results. In Fig. 10, the horizontal axis con-
tains the number of abscissas for input pressure calculations
with the Rayleigh—Sommerfeld integral and the fast nearfield

0.015 : :
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_ 0.012f 1
o
@
= 0.009}
o
3
o 0-006¢
=
o
0.003}
05 4 6 8 10

Abscissas

FIG. 10. RMSE values for 3D pressure field outputs plotted as a function of
the number of abscissas used for input pressure calculations. The input
pressure is calculated with the Rayleigh—-Sommerfeld integral using 2 X 2 to
10X 10 abscissas and with the fast nearfield method using two to ten ab-
scissas. The errors obtained from both methods approach the same limiting
value, but the fast nearfield method achieves convergence with far fewer
abscissas.
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method, and the vertical axis contains the output RMSE val-
ues in the 3D pressure field computed with the angular spec-
trum approach. The output RMSE approaches a limiting
value of 0.004 when the fast nearfield method with three or
more abscissas calculates the input pressure. When the input
pressure is calculated with the Rayleigh—Sommerfeld inte-
gral, the output error asymptotically approaches the same
value. The saturation of the RMSE in Fig. 10 indicates that
there is a lower limit for the output error in angular spectrum
calculations that is determined by the grid size, the grid spac-
ing, and the location of the input pressure plane. Moreover,
Fig. 10 shows that the fast nearfield method requires far
fewer abscissas to achieve the minimum output error. There-
fore, the fast nearfield method is a much more efficient ap-
proach for calculating the input pressure.

E. Temperature simulations

In thermal therapy simulations, the power deposition is
generally modeled by Eq. (14). The resulting power deposi-
tion provides the input to the BHTE,” which simulates the
temperature distribution. To determine the influence of the
angular spectrum simulation parameters on the calculated
temperature, the bio-heat transfer model in Eq. (15) is
evaluated for the 32X 32 element planar array in Fig. 2,
which generates a single focus at (0,0,10) cm. In these
simulations, the temperature field is computed in a 7.8 cm
X7.8ecmX12cm (52N X 52N X 80\) volume, where the
boundaries of the computational grid are maintained at
37°C, the blood perfusion is 8 kg/ m?/s, the thermal conduc-
tivity is 0.55 W/m/°C, and the specific heat of blood is
4000 J/kg/ °C. The goal of each simulation is to elevate the
temperature at the focus to 43°C for hyperthermia cancer
therapy31 or for targeted drug delivery.

The temperature fields are calculated with power depo-
sitions as inputs, and the power depositions are obtained
from the pressure fields calculated with the angular spectrum
approach. The results from three types of inputs are com-
pared for these angular spectrum calculations: (1) an input
normal particle velocity plane, (2) an input pressure plane
obtained from the Rayleigh-Sommerfeld integral, and (3) an
input pressure plane obtained from the fast nearfield method.
The reference temperature distribution is computed from the
power deposition calculated with the spatial impulse re-
sponse method. In these simulations, the input particle veloc-
ity plane is coincident with the array surface at z;=0,
whereas both of the input pressure planes are located at z
=0.15 cm (zg=N\). The extent of each input pressure plane is
7.8 cm X 7.8 cm (52N X 52)\), and the computational grid is
discretized with a sampling rate of 6=0.075 cm (6=\/2). An
N XN grid with N=512 is used in all angular spectrum cal-
culations. The power deposition corresponding to the refer-
ence pressure is normalized such that the resulting reference
temperature field has a maximum value of 43°C. The power
depositions obtained from the angular spectrum simulations
are normalized by the same factor.

The resulting axial temperature field evaluated along the
array normal is shown in Fig. 11. In this figure, the solid line
represents the reference, the dash-dot line is obtained from

2974 J. Acoust. Soc. Am., Vol. 125, No. 5, May 2009

N
3

—Reference
‘‘‘‘‘ Normal particle velocity input
O 45t |---Pressure input with Rayleigh-Sommerfeldy|
L + - +Pressure input with fast nearfeld method
0}
=1 | RN
-'é 43 1’ ’ '\‘\
0} o
g’ l’i’ \
5 41
S pal
2 39f
37 - - - - :
4 6 8 10 12 14 16

z(cm)

FIG. 11. Axial temperatures computed with the BHTE for power deposi-
tions calculated with the angular spectrum approach using different input
planes. The pressures are generated by the 32X 32 element planar phased
array in Fig. 2, which is electronically focused at (0,0,10) cm. The tem-
perature obtained from the reference power deposition is indicated by the
solid line, the temperature obtained from the power deposition calculated
with the angular spectrum approach using the input normal particle velocity
plane is indicated by the dash-dot line, the temperature obtained from the
power deposition calculated with the angular spectrum approach when the
input pressure is computed with the Rayleigh—-Sommerfeld integral using
2 X2 abscissas is represented by the dashed line, and the temperature ob-
tained from the power deposition calculated with the angular spectrum ap-
proach when the input pressure is computed with the fast nearfield method

TRl

using two abscissas is represented by the dotted line with “+” markers. The
result obtained with the angular spectrum approach where the input pressure
is computed with the fast nearfield method is nearly coincident with the
reference temperature field, whereas the other simulated temperature fields
contain noticeable errors.

the angular spectrum approach using an input normal particle
velocity plane, the dotted line with “+” markers is obtained
from the angular spectrum approach using an input pressure
plane computed with two abscissas applied to the fast
nearfield method, and the dashed line is obtained from the
angular spectrum approach using an input pressure computed
with 2 X 2 abscissas applied to the Rayleigh—Sommerfeld in-
tegral. Figure 11 shows that when the angular spectrum cal-
culation is performed with an input normal particle velocity
plane, the largest errors are in the focal zone, and the simu-
lated axial temperature field deviates from the reference by
as much as 0.40°C, where the maximum target temperature
rise is 6°C. When the input pressure for angular spectrum
calculations is computed with the Rayleigh—-Sommerfeld in-
tegral using 2 X2 abscissas, the largest deviations in the
simulated temperature field are again located in the focal
zone, and the maximum axial temperature difference is
0.45°C. When the input pressure is computed with the fast
nearfield method using two abscissas, the axial temperature
field closely matches the reference, and the maximum axial
temperature difference is 0.027°C, which is more than an
order of magnitude smaller than the maximum axial tem-
perature errors computed for the other two methods. Figure
11 shows that the temperature obtained from the reference
and the temperature obtained from the results of the angular
spectrum approach are almost indistinguishable when the in-
put pressure is computed with the fast nearfield method using
two abscissas. However, if the input pressure for the angular
spectrum simulation is computed with the Rayleigh—
Sommerfeld integral approach using 2 X2 abscissas or with
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the input normal particle velocity, the simulated temperature
contains noticeable errors. As shown in Fig. 10, the output
errors in the 3D pressure field are the same when the input
pressure is computed with the Rayleigh—Sommerfeld integral
using 7 X7 abscissas or with the fast nearfield method using
two abscissas. In addition, the simulated 3D temperature
fields demonstrate that the temperature distribution obtained
from the angular spectrum approach using the input normal
particle velocity plane underestimates the temperature field
everywhere and that the temperature distribution obtained
from the angular spectrum approach combined with the
Rayleigh—Sommerfeld calculation using 2X2 abscissas
overestimates the temperature field everywhere. In contrast,
the temperature distribution obtained from the angular spec-
trum approach when the input pressure is computed with the
fast nearfield method closely matches the reference tempera-
ture throughout the 3D volume. This suggests that the fast
nearfield method is the preferred method for computing the
input pressure in angular spectrum calculations, especially
for thermal therapy simulations with large ultrasound phased
arrays.

IV. DISCUSSION
A. Simulations with other arrays

The simulation results from Sec. III were also validated
with two other planar arrays driven by a 1 MHz continuous
wave source. The first was a 14.45 cm X 14.45 cm (96.67\
X 96.67\) planar array containing 50X 50 square elements.
The size of each element was 2.4 mmX2.4 mm (1.6\
X 1.6N), and the kerf between adjacent elements was
0.5 mm. The first array was electronically focused at
(0,0,12) cm. The computational grid for this array extended
from 6 cm (40\) to 18 cm (120\) in the z direction. The
second was a 4.55 cm X 4.55 cm (30.33\ X 30.33\) planar
array containing 20 X 20 elements. The size of each element
was 1.8 mm X 1.8 mm (1.2\ X 1.2\), and the kerf between
adjacent elements was 0.5 mm. The second array was elec-
tronically focused at (0,0,8) cm. The computational grid for
the second array extended from 3 ¢cm (20\) to 12 cm (80X\)
in the z direction. The sampling rate in the x, y, and z direc-
tions was 6=\/2 for both arrays. Angular spectrum simula-
tion results computed for these arrays consistently demon-
strated that smaller errors were achieved with the input
pressure plane than with the input normal particle velocity
plane. Results also showed that the smallest errors were ob-
tained when the input pressure plane was located a short
distance from the array and that z;=0.15 cm (zo=M\) pro-
duced acceptably small errors. The largest errors were con-
sistently obtained when the input pressure plane was coinci-
dent with the array aperture (z,=0). For the 20 X 20 element
array, the optimal value of L was 4.8 cm (32\) or 1.056
times the lateral extent of the array aperture, and for the 50
X 50 element array, the optimal value of L was 14.7 cm
(98\) or 1.017 times the lateral extent of the array aperture.
In general, the optimal input plane size is between 1 and 1.1
times the lateral extent of the array aperture when the input
pressure plane is located at zp=A\.
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Other focal patterns were simulated with the 32 X 32 el-
ement planar array in Fig. 2, including a pressure field with a
steered focus at (0,3,10) cm and a pressure field with a
mode™ consisting of two symmetric foci. These pressure pat-
terns are of interest for thermal therapy applications because
most tumors are much larger than the size of a single focal
spot. The location of the input pressure plane and the size of
the truncating window had similar influence on both the off-
axis focal pattern and the multiple-focus pattern. The tem-
perature fields for the 32X 32 element planar array with a
steered focus and multiple focal spots were also simulated
with the BHTE after the pressure was computed with the
angular spectrum approach. The error in the temperature dis-
tributions was again very small when the input pressure was
calculated by the fast nearfield method in a plane located one
wavelength from the array aperture, where the truncating
window was slightly larger than the array aperture.

A 38 X 38 element spherical-section array33 with square
elements was also simulated with the angular spectrum ap-
proach. The opening angles in both lateral directions were
equal to 60°. Each element in this array was 0.24 cm high
and 0.24 cm wide. The array was geometrically focused at
12 cm. The pressure generated by this spherical-section array
was also obtained with the angular spectrum approach. As
for each of the results presented in previous sections, accu-
rate results were obtained when the input pressure was cal-
culated by the fast nearfield method in a plane truncated by a
window slightly larger than the array aperture and located
one wavelength from the nearest point on the array aperture.

B. The size and location of the input pressure
plane

The location z; and the extent L of the input pressure
plane determine the accuracy of the calculated pressure field.
As demonstrated in Fig. 6(b), when a sufficiently large L is
used, consistently small errors are achieved for any zo=N\. In
contrast, Fig. 6(a) shows that when an intermediate value of
L is used, the error oscillates as z varies. In this case, the
input pressure plane should be closer to zop=N. When z,=\
and L=7.8 cm (L=52\) for the array in Fig. 2, the computed
axial pressures are coincident with the reference pressure.
Figures 7 and 8 show that an input pressure plane with L
=7.8 cm is sufficient for this array when zp=A\. A larger input
pressure plane is required to capture the wave energy when
Zq 1s larger because the pressure wavefront in the correspond-
ing input plane is broader. However, larger input pressure
planes require more computer memory and computation
time.

C. The spatial sampling rate

The spatial sampling interval  is an important param-
eter in angular spectrum simulations. Undersampling in the
spatial domain leads to aliased spectra in the spatial fre-
quency domain. In Fig. 5, the large errors produced by the
input normal particle velocity plane or the input pressure
plane located at zp=0 are largely due to aliasing. In the
phased array model evaluated here, the normal particle ve-
locity distribution on each transducer element is represented
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by a 2D rect function. The discontinuities at the edge of each
element and at the edge of the array aperture introduce high
spatial frequency components that are inherently aliased.
Thus, the normal particle velocity field encounters some
sampling difficulties that cause aliasing. In contrast, the
changes in the input pressure distribution are less abrupt. In
fact, the angular spectra for the input pressure plane sampled
by 6=N/2 and \/4 are similar, while the angular spectra for
the input particle velocity plane sampled by d=\/2 and A/4
differ by a significant amount due to aliasing.

For either the normal particle velocity or the input pres-
sure, the output error is reduced by decreasing the spatial
sampling interval. By decreasing 6 from A/2 to A/4, the
maximum RMSE for the result obtained from the input par-
ticle velocity plane is reduced from 0.084 in Fig. 5 to 0.035,
and the maximum RMSE for the result obtained from the
input pressure is reduced from 0.044 to 0.005. The RMSE
values in Fig. 10 are also reduced by decreasing 6. However,
smaller values of & increase the computation time and the
amount of computer memory required, and as shown in Figs.
7 and 11, N/2 sampling is sufficient for angular spectrum
simulations of the 32X 32 element planar array when the
input pressure is computed with the fast nearfield method
using appropriate values for L and z,,.

D. The spectral sampling rate

The spectral sampling interval Ak describes the reso-
lution of the angular spectrum. If the angular spectrum is
undersampled, wrap-around errors will appear in the recon-
structed spatial field. The spectral sampling interval is deter-
mined by the relationship Ak=27/(N), where increasing N
enhances the angular resolution of the angular spectrum and
reduces wrap-around errors for a fixed value of 6. In the
simulations presented here, the spectral propagator is evalu-
ated within a 512X 512 grid. The input pressure plane is
discretized to 113 points in the x and the y directions and
then zero-padded on a 512X 512 grid before the 2D FFT is
performed. If no zero-padding is used, the RMSE for the
simulated pressure in the 113X 113X 161 grid is about 37
times higher than the result obtained from the 512X 512
X161 grid. However, as indicated earlier, N=512 is suffi-
ciently accurate for the results presented here. Further in-
creases in N will result in an unnecessary increase in the
computation time and the amount of computer memory.

The numerical error can be especially large for simula-
tions in non-attenuating media, as demonstrated in Ref. 17.
An angular restriction technique15 that applies a lowpass fil-
ter to the spectral propagator can eliminate some of the high
spatial frequency components in the angular spectrum that
contribute to the numerical error. However, the numerical
simulations shown here are evaluated in an attenuating me-
dium, so the excessive high spatial frequency spectra are
filtered out by the attenuation term in Eq. (10). The angular
spectrum simulations in this paper produce accurate results
without angular restriction, which is not needed for simula-
tions in attenuating media."”
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E. Computation time

The angular spectrum approach computes pressures in
parallel planes by propagating fields in the spatial frequency
domain. This method reduces the computation time signifi-
cantly compared to conventional integral approaches, which
compute the pressure at individual field points and superpose
the results. The pressure field in a 7.8 cm X 7.8 cm X 12 cm
volume is discretized to a 105X 105X 161 grid when the
spatial sampling rate is 6=0.075 cm. To compute the pres-
sure field generated by the 32X 32 element planar array in
Fig. 2 in this 3D grid, the Rayleigh—-Sommerfeld integral
calculation in Eq. (1) is completed in 46.15 min if each in-
tegral is evaluated with 2 X2 abscissas. In contrast, the an-
gular spectrum approach with N=512 only uses 2.12 min to
compute the pressure in the same grid, where 0.52 min of
this time is spent computing the 105X 105 point input pres-
sure plane with the fast nearfield method using two abscis-
sas. In comparison, the Rayleigh-Sommerfeld integral with
7X7 abscissas computes the input pressure plane in
2.84 min and achieves similar accuracy, so the total calcula-
tion time for a 3D pressure field with the angular spectrum
approach is 4.44 min. Based on this analysis and the results
presented in previous sections, the fast nearfield method is
preferred for calculations of the input pressure plane in an-
gular spectrum simulations.

V. CONCLUSION

The angular spectrum approach is a computationally ef-
ficient method for simulating 3D pressure fields generated by
large ultrasound phased arrays comprised of hundreds or
thousands of elements. The results show that the input pres-
sure plane produces more accurate simulation results than
the input normal particle velocity plane in angular spectrum
computations. In addition, for angular spectrum calculations
performed with an input pressure plane, the largest errors are
obtained when this plane is coincident with the array aper-
ture, and much smaller errors are obtained when this plane is
located one wavelength away from the array aperture. Fur-
thermore, the error in the simulated pressure field decreases
as the extent L of the input pressure plane increases. When L
reaches a sufficiently large value, the error in the simulated
pressure field becomes very small. The optimal value of L is
between 1 and 1.1 times the lateral extent of the array aper-
ture. Results also show that the output errors from angular
spectrum computations asymptotically approach a limiting
value as the number of abscissas used for input pressure
plane calculations increases. To achieve this error limit in the
computed 3D pressure field, fewer abscissas are required by
the fast nearfield method than the Rayleigh—-Sommerfeld in-
tegral approach for input pressure plane calculations due to
the rapid convergence of the fast nearfield method. Evalua-
tions of angular spectrum results in bio-heat transfer simula-
tions demonstrate that the angular spectrum approach com-
bined with the fast nearfield method achieves much smaller
errors than the angular spectrum approach combined with the
Rayleigh—Sommerfeld integral approach or angular spectrum
calculations with an input normal particle velocity plane.
Thus, the angular spectrum approach is an accurate and ro-
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bust method for thermal therapy simulations with large ultra-
sound phased arrays when the input pressure is computed
with the fast nearfield method in a plane located one wave-
length away from the array and truncated by a window
slightly larger than the array aperture.
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The problem under study in this article is the active control of sound transmission and radiation of
a panel under a periodic excitation. The control strategy investigated uses independent control loops
between an individual polyvinylidene fluoride (PVDF) sensor and an individual lead zirconate
titanate (PZT) actuator. The specific approach employed here uses the concept of virtual impedance.
The aim is to determine for each frequency the optimal impedance between each PVDF sensor and
the corresponding PZT actuator in order to reduce the sound power radiated by the plate. Theoretical
predictions are compared to measurements of the sound radiated and transmission loss of a panel
mounted with eight PZT-PVDF units. Reductions of up to 20 dB of the acoustic power can be
achieved around mechanical resonances of the system, while the control strategy has little effect for

off-resonance excitations. © 2009 Acoustical Society of America. [DOI: 10.1121/1.3106124]

PACS number(s): 43.40.Vn, 43.50.Ki, 43.50.Gf [ADP]

I. INTRODUCTION

Active control is an efficient approach for attenuating
low frequency vibrations and sound radiation of structures.
Classically, the vibrational response is sensed at a number of
locations on the structure and modified by a number of local
actuators using a centralized controller. The sensors and the
actuators must be located in order to sense and control struc-
tural modes of interest. Different technologies of actuator/
sensor couples have been tested in previous studies."? Piezo-
electric materials appear to be good candidates for active
vibration control of plates because under pure bending as-
sumption they can form collocated, dual actuator-sensor
pairs.

The use of piezoelectric materials for active control of
vibration and sound transmission has been investigated in the
past using centralized algorithms and state space estimation”
or optimal solution derived from theoretical observations.
However, a centralized control strategy involves modeling a
large number of secondary transfer functions, requires cum-
bersome wiring, and is prone to instability due to plant un-
certainty or individual actuator or sensor failure.

The problem under study in this article is the active
control of bending vibrations and sound radiation of a panel
and the control strategy investigated is the use of indepen-
dent control loops between an individual polyvinylidene
fluoride (PVDF) sensor and an individual lead zirconate ti-
tanate (PZT) actuator instead of a centralized controller. The
main advantage of such a decentralized control strategy is its
reduced complexity, reduced processing requirement, ease of
implementation, and robustness to individual control unit
failure. However, performance and stability of decentralized
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control are difficult to predict a priori. Decentralized control
approaches were applied to the active control of free-field
sound radiation using loudspeaker-microphone pairs,5 the ac-
tive control of sound radiation and transmission using veloc-
ity feedback control (active damping)é‘7 where predictions
were compared to measurements for a plate excited by a
loudspeaker in a box, or the harmonic control of local strain
in a plate.8

Under the assumption of collocated and dual actuator-
sensor pairs, decentralized control has the very attractive
property that each local feedback loop (with the other feed-
back loops being active) is stable regardless of the local feed-
back gains applied, leading to a globally stable and robust
implementation. When applied to globally reducing the vi-
bration response of panels, or sound transmission through
panels, decentralized control leads to control performance
very similar to a fully centralized control structure.” How-
ever, piezoelectric strain actuators (PZT) and strain sensors
(PVDF) cannot, strictly speaking, be collocated and dual be-
cause of coupling through extensional excitation.® As a re-
sult, instability may occur at low frequency.

Most previous work on decentralized control used veloc-
ity feedback loops (active damping) to control the sound
radiation or transmission by a panel. More recently, mixed
active/passive strategies have been developed using active
damping combined to added virtual mass/stiffness. Theoret-
ical studies on beams and plates9 show the potential of this
approach and experimental results were recently published
on control of sound transmission using re-active passive
devices. '

When using velocity feedback control (active damping)
or 